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Prefaces

EVOLANG was my introduction to academia. I first attended it in 2002 and the
people I met there—and in all the subsequent EVOLANGs—have continued to guide
and inspire me. Twenty-two years later, EVOLANG remains my favorite conference.

What makes EVOLANG so good? One answer is that the topic of language origins
and evolution is inherently interesting to people with diverse backgrounds and skill
sets, making the conference interdisciplinary in the best sense. It bridges disciplines in
the pursuit of answers to common questions. But it is more than that. The research
community that has formed around EVOLANG encourages both open-mindness and
rigor. It takes a broad umbrella approach to incorporating insights from new methods
while striving to make continued progress through a collective memory of where the
study of language evolution has been and where it is going.

Every EVOLANG I have attended has made me feel the spirit of discovery that
I felt that March of 2002. It has been my honor and privilege to share it with all of
you as the host of EVOLANG XV in Madison, the city I’ve called home for the last 14
years.

It is a cliche to say that hosting and running a conference is a team effort. But it’s
true! I would like to thank Zach Studdiford for technical help and for providing music at
the opening reception as the Pathfinder Quartet (a useful reminder of what a difference
good music can make!). Maggie Stone provided indispensable help with purchasing,
logistics, and excursion-planning, aided by Matt Borman. Eleanor Flannigan and Kate
Paape helped solve the problem of inert knowledge. Knowing what needs to be done
is only useful if it results in getting things done! Lilia Rissman turned her EVOLANG
karaoke dream into reality and hopefully gave many of you a night to remember! I am
grateful to the University of Wisconsin Language Sciences Program for their support.

However difficult planning a conference may be, it would have been much more
so without the excellent team at Monona Terrace and Destination Madison for their
generous grants to promote Madison events.

And, of course, a thank you to my mom, a longstanding honorary EVOLANger,
for adding color and wisdom.

See you all in Plovdiv!

May 2024
EVOLANG XV

Gary Lupyan
Professor of Psychology, University of Wisconsin-Madison
Principal local organizer of EVOLANG XV
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The 15th International Conference on the Evolution of Language (EVOLANG XV) was
held in Madison, Wisconsin on May 18-21, 2024.

As always, the success of the event was facilitated by the team effort and synergy
of four bodies: the permanent committee, the local organisers, the scientific committee,
and the panel of reviewers. The permanent committee (p.v), headed by Erica Cartmill
and Simon Kirby, has always been keen to provide advice and support when needed.
Many members of the permanent committee are our mentors or peers, and they keep
making the world of language sciences a better place. The local organizers, Gary
Lupyan and Robert Hawkins worked hard to make the conference happen. A big thank
you to this cohesive team for bringing the ‘EVOLANG in Madison’ to fruition!

The scientific committee was in charge of editing and reviewing all contributed
abstracts and papers, as well as putting the final program together. Once again,
EVOLANG XV’s scientific committee included a strong involvement of early career
researchers in the language evolution community, featuring members at various career
stages including PhDs, postdocs and junior PIs from a host of countries and institu-
tions. By building on the expertise of existing members and recruiting new ones, we
tried to achieve diversity of scientific backgrounds, covering areas such as developmen-
tal psychology, communication, classical linguistics, field research (both in humans and
other species), gesture, computational modelling, anthropology, and bioacoustics.

This year, we introduced a new submission and review platform to manage
the conference — OpenReview (https://openreview.net/). This is a free, open-
source and open-access platform that streamlines all the submission and peer-review
stages, including editorial assignments, reviewer selection, and announcements of re-
jection/acceptance. It was definitely a learning process for us (and for all submitters!)
seeing as this is quite a novel platform, but overall we feel it was a positive experience
and we hope to continue using OR in the next iterations of EVOLANG. We also want
to give a special thanks to Yannick Jadoul, who was the technical mastermind behind
integrating and managing the OR platform, working night and day to make users’ ex-
periences as smooth as possible and solving problems as they arose (and they definitely
did!).

We received many high quality submissions, and our reviewers (p.vi) provided im-
portant feedback which allowed us to make selections and put together an outstanding
program. This volume contains 129 contributions from various disciplines: artificial in-
telligence, social interaction, syntax, semantics, speech sciences, language acquisition,
genetics, bioacoustics, anthropology, animal behaviour, and historical linguistics.

We deeply appreciate the dedication of the local organizing committee, the review-
ers, the scientific committee, and the permanent committee, all of whom voluntarily
contributed their time. A heartfelt thank you to all fellow editors and committee
members for their invaluable support in making this conference a success.

The programme committee members

Jonas Nélle, Limor Raviv, Kirstie Emma Graham, Stefan Hart-
mann, Yannick Jadoul, Mathilde Josserand, Theresa Matzinger,
Katie Mudd, Michael Pleyer, Anita Slonimska, Stawomir Wacewicz,
Stuart Watson
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Central Organizing Committee

Andreas Baumann
Rudolf Botha
Christine Cuskley
Erica Cartmill
Jean-Louis Dessalles
Ramon Ferrer i Cancho
Tecumseh Fitch

Jim Hurford

Simon Kirby

Chris Knight

Heidi Lyn

Luke McCrohon
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Thom Scott-Phillips
Andrea Ravignani
Nikolaus Ritt

Kenny Smith

Maggie Tallerman
Natalie Uomini
Stawomir Wacewicz
Przemystaw Zywiczynski



Panel of Reviewers

Ines Adornetti

Marc Allassonniére-Tang
Sarah Babinski

Lluis Barcel6-Coblijn
Andreas Baumann
Barend Beekhuizen
Christian Bentz
Antonio Benitez-Burraco
Aleksandrs Berdicevskis
Mélissa Berthet
Arianna Bisazza

Felicia Bisnath

Richard A Blythe
Cedric Boeckx

Irene Boehm

Monika Boruta-Zywiczynska
Alexandra Bosshard
Hannah Brown

Claudio Brozzoli

Olga Capirci

Fausto Carcassi

Jon Carr

Chundra Cathcart
Jules Cauzinille
Chaona Chen
Ching-Yat Cheung
Alexandru Craevschi
Jennifer Culbertson
Christine Cuskley
Aleksandra Cwiek
Emily Davis

Bart de Boer

Marianne De Heer Kloots
Koen de Reus
Valentina Decembrini
Dan Dediu

Peter Dekker

Angelo Damiano Delliponti
Lois Dona

Axel G. Ekstrom

Caleb Everett

Andrew Feeney
Francesco Ferretti
Vojtéch Fiala

Molly Flaherty

Stefon Flego

Lauren Fletcher

Stella Frank

Michael Franke

Marlen Fréhlich
Susanne Fuchs

Lukas Galke

Rosa Signy Gisladottir
Tao Gong

Kirstie Emma Graham
Kirsty Emma Graham
Oxana Grosseck

Juan Antonio Guerrero Montero

Ankit Gupta
Shreejata Gupta
Felix Haiduk
Harald Hammarstrém
Stefan Hartmann
Takashi Hashimoto
Robert D. Hawkins
John Hawks

Judith Holler
Annie Holtz
Nathaniel Imel
Rachael E. Jack
Yannick Jadoul
Sverker Johansson
Tamar Johnson
Mathilde Josserand
Gerhard Jager
Sarka Kadava
Dariusz Kalocinski
Andres Karjus
Vera Kempe
Aislinn Keogh

Say Young Kim
Simon Kirby
Alexander Koplenig
Tom Kouwenhoven
Svetlana Kuleshova
Adriano R Lameira
Imme Lammertink
Dan Lassiter

Maél Leroux
Hannah Little
Gary Lupyan
Hannah Lutzenberger
Heidi Lyn

Calen MacDonald
Vinicius Macuch Silva

Francisco Roman Magdaleno

Flores

Alexander Martin
Hiromi Matsumae
Theresa Matzinger
Adrien Meguerditchian
Yasmina Mekki
Jérome Michaud
Gregory Mills

Steven Moran

vi

Hope E. Morgan
Olivier Morin

Katie Mudd

Elliot Murphy
Thomas Franz Miiller
Bill Noble

Jonas Nolle

Asli Ozyurek
Giulia Palazzolo
Elizabeth Pankratz
Joel Parthemore
Louise Peckre
Frangois Pellegrino
Marcus Perlman
Simone Pika

Marek Placinski
Michael Pleyer
Piotr Podlipniak
‘Wim Pouw

Ljiljana Progovac
Marlou Rasenberg
Heikki Rasilo
Limor Raviv

Casey M Riedmann
Nikolaus Ritt
Gareth Roberts
Sean G Roberts
Carmen Saldana
Sebastian Sauppe
Isaac Schamberg
Adam Schembri
Dominik Schlechtweg
Marieke Schouwstra
Thom Scott-Phillips
Helen Sims-Williams
Anita Slonimska
Kenny Smith
Nicole Tamer
Peeter Tinits
Oksana Tkachman
Rory Turnbull
Kristian Tylén
Slawomir Wacewicz
Stuart Watson
Stuart Kyle Watson
Andrew B Wedel
Franziska Wegdell
Raphael Werner
Lucie Wolters

Noga Zaslavsky
Elizabeth Qing Zhang



Contents

Preface . ... o e
Plenary Talks

The context of transmission matters in the creation and evolu-
tion of language . ....... .. L
Marie Coppola

Global and local studies of genetic and linguistic evolution . ...
Nicole Creanza

The enchronic envelope: A privileged locus in the life cycles of
language ... ...
Nick Enfield

Language vitality: Understudied in evolutionary linguistics . . ..
Salikoko Mufwene

Silent gesture: Uncovering biases that shape linguistic conventions
Marieke Schouwstra

Refereed Contributions

Compression in killer whale pulsed calls. .. ..................
Javier Almunia, Jonas Philipp Liike, Fernando Luis Rosa
Gonzilez, Ramon Ferrer-i-Cancho

The emergence of non-absolute synonymy: An iterated-learning
EXPETIMENT . . ottt
Aja Altenhof, Gareth Roberts

The relation between European colonialism and linguistic diversity
Andreas Baumann, Bernd Lenzner, Hannes A. Feliner,
Franz Essl

vii

10

14

17



The role of linguistically encoded emotional characteristics for
cooperativeness in a one-shot Prisoner’s Dilemma ..........
Andreas Baumann, Theresa Matzinger, Roland Miihlen-
bernd, Slawomir Wacewicz, Michael Pleyer, Stefan Hart-
mann, Marek Placiriski

Discursive distinctiveness explains lexical differences between
languages . ... e
Barend Beekhuizen

Call combinations in bonobos and chimpanzees ..............
Mélissa Berthet, Lara Zanutto, Morgan Rohée, Franziska
Wegdell, Maél Lerouz, Martin Surbeck, Simon W.
Townsend

The study of sign languages and gesture at Evolang conferences
Felicia Bisnath, Molly Flaherty

Spontaneous emergence of large shared signalling systems with
and without referential transmission ......................
Richard A Blythe, Casimir Fisch

The power of linguistic similarity for unlocking cooperation -
Evidence from syntax and pitch experiments...............
Irene Boehm, Theresa Matzinger, Marek Placiriski, Prze-
mystaw Zywiczyriski, Slawomir Wacewicz

How many words is a picture (or definition) worth? A distri-
butional perspective on learning and generalizing new word
TNEAIIIES « « v ottt e et e e e e e e e
Matthew Z Borman, Gary Lupyan

When a fishing rod becomes a tyre: On gesture comprehension
in 2-to-3 years old transition in children................ ..
Monika Boruta-Zywiczynska, Marta Sibierska

Past, present, and future: A literature review of the genetic
research into the evolution of human language .............
Hannah Brown

The cultural evolution of informative writing systems.........
Jon Carr, Kathleen Rastle

Which came first—iconicity or symbolism? ..................
Erica Cartmill, Matt Cartmill, Kaye Brown, Jacob Gates
Foster

viii

20

28

36

39

42

45

48

51

54

o7

60



From speech to primate vocalizations: Self-supervised deep learn-
ing as a comparative approach ........... ... ... .. .. ...,
Jules Cauzinille, Benoit Favre, Ricard Marzer, Arnaud Rey

Discreteness and systematicity emerge to facilitate communica-
tion in a continuous signal-meaning space .................
Alicia M Chen, Matthias Hofer, Moshe Poliak, Roger P.
Levy, Noga Zaslavsky

Languages of esoteric societies provide a window into a previous
stage in the evolution of human languages .................
Sihan Chen, David Gil, Antonio Benitez-Burraco

The role of gender, personality traits, and social biases in shap-
ing linguistic accommodation: An experimental approach. . ..
Ching-Yat Cheung, Simon Kirby, Limor Raviv

Finding proportionality in computational approaches to mor-
phological change ......... ... .. .. .. L.
Alexandru Craevschi, Sarah Babinski, Chundra Cathcart

Testing the linguistic niche hypothesis in large language models
with a multilingual Wug Test ........ ... ... ... ... ... ...
Anh Dang, Limor Raviv, Lukas Galke

Starlings recognize simple dependency patterns ..............
Emily Davis, Robert Kluender, Timothy Q) Gentner

Fixation times for language evolution in social networks ......
Bart de Boer

Self-domestication traits in vocal learning mammals ..........
Koen de Reus, Antonio Benitez-Burraco, Taylor Hersh,
Nikita E. Groot, Katie Slocombe, Megan Lambert, Sonja
Vernes, Limor Raviv

3SG is the most conservative subject marker across languages:
An exploratory study of rate of change....................
Peter Dekker, Sonja Gipper, Bart de Boer

The role of generalisation in an Adaptive Resonance Theory
model of learning inflection classes........................
Peter Dekker, Heikki Rasilo, Bart de Boer

Alignment vs conflict of interests in language evolution: Two
pathways to high-level mindreading . ......................
Angelo Damiano Delliponti, Slawomir Wacewicz, Michael
Pleyer

ix

64

68

71

80

83

91

95

102

105

109

118

122



The cognitive requirements for developing a multimodal com-
munication system: Evidence from experimental semiotics
and comparative cognition......... ... ... ... oo
Angelo Damiano Delliponti, Elizabeth Qing Zhang, Yen
Ying Ng, Michael Pleyer

Defining the building blocks of pragmatic competence: The so-
cial context of language evolution ........................
Miranda Dickerman, Joseph Mine, Simon W. Townsend,
Sabine Stoll

Balancing regularization and variation: The roles of priming
and motivatedness. . .......... .. i
Lois Dona, Marieke Schouwstra

Differences in distributional structure can lead to differences in
similarity biases .. ..o e e
Yuguang Duan, Khuyen N. Le, Gary Lupyan

Metaphor, emotion, and the evolved sensory interface.........
Frank H. Durgin, Annabella Boardman

What phonetics has to say about Neanderthal (H. neanderthalen-
sis) speech capacities .........oovii i
Azxel G. Ekstrém, Steven Moran

Phonetic properties of chimpanzee, gorilla, and orangutan hoots
tell a uniform story — and point to new frontiers............
Azel G. Ekstrom, Lara Nellissen, Tatiana Bortolato,
Catherine Crockford, Jens Edlund, Shelly Masi, Klaus Zu-
berbiihler, Adriano R Lameira, Roman W. Wittig, Sven
Grawunder, Steven Moran

The phoneme as cognitive technology .......................
Caleb Everett, Steven Moran, Azel G. Ekstrom

Locating the emergence of hominin pragmatic competence .. ..
Andrew Feeney

Exploring the influence of word definition on Al-generated facial
TepPresentations . . .. .v vttt e
Vojtéch Fiala, Przemystaw Zywiczyriski, Anna Szala, Marek
Placinski, Slawomir Wacewicz

What’s the deal with large language models? A comparative
evolutionary perspective .......... ... .. .. .. i,
Molly Flaherty, Christine Cuskley

125

128

130

134

142

150

158

166

169

173

177



Chain shifts and transphonologizations are driven by homophony
AVOIdANCE . ..ttt e
Stefon Flego, Andrew B Wedel

Communicative efficiency and social biases modulate language
learning in autistic and allistic individuals .................
Lauren Fletcher, Jennifer Culbertson, Hugh Rabagliati

Feature transmission within concept transmission ............
Stella Frank, Serge Belongie

Exploring the sound structure of novel vocalizations ..........
Susanne Fuchs, Sdrka Kadavd, Wim Pouw, Bradley
Walker, Nick Fay, Bodo Winter, Aleksandra Cwiek

Learning pressures and inductive biases in emergent communi-
cation: Parallels between humans and deep neural networks .
Lukas Galke, Yoav Ram, Limor Raviv

The career of verb metaphor: Language evolution parallels on-
line processing differences between nouns and verbs.........
Dedre Gentner, Daniel King

The Mekong-Mamberamo mystery .........................
David Gil, Sihan Chen, Antonio Benitez-Burraco

Using genetics to investigate the evolution of language and speech:
New findings on musicality and vocal acoustics.............
Rosa Signy Gisladottir, Kari Stefansson

An event-based model for linguistic phylogenetics ............
David M Goldstein, Shawn H. McCreight, Eva Buchi, John
Huelsenbeck

The iconic affordances of gesture and vocalization in emerging
languagesinthelab ......... ... .. ... i
Ozana Grosseck, Marcus Perlman, Gerardo Ortega, Limor
Raviv

Grammar change through cultural transmission ..............
Juan Antonio Guerrero Montero, Richard A Blythe, Simon
Kirby, Dan Lassiter, Rob Truswell

Simulating representational communication in vervet monkeys
using agent-based simulation............. ... ... oL L.
Ankit Gupta, Francis Steen

xi

197



Social ambiguity and multimodal interactions in Guinea baboons 232

Lise Habib-Dassetto, Mathilde Adet, Jules Cauzinille,
Arthur Marques, Alban Lemasson, Cristel Portes, Julie
Gullstrand, Marie Montant

Systemic structure of kinship is shaped by evolutionary processes 236

Maisy Hallam, Fiona M. Jordan, Simon Kirby, Kenny
Smith

Delineating the field of language evolution research: A quanti-
tative study of submission types and peer-review patterns at
the Joint Conference on Language Evolution (JCoLE) ......
Stefan Hartmann, Yannick Jadoul, Rie Asano, Fwvelina
Daniela Rodrigues, Daria Valente, Andrea Ravignani, Sla-
womir Wacewicz

Morphological analysis of vocal communication in Homo naledi
John Hawks

Simplicity and informativeness in the evolution of combinatorial
structure ... .o e
Matthias Hofer, Simon Kirby, Roger P. Levy

Using the scale of innovation to study the evolution of language
Annie Holtz

Failures and successes in learning a core conceptual distinction
from the statistics of language .......... ... ... . oL
Zhimin Hu, Jeroen van Paridon, Gary Lupyan

Compositionality as one of the enabling factors to communicate
conceptualized meaning . ............. .. . oo,
Ibuki Iwamura, Hayate Funakura, Takashi Hashimoto

A tool for exploring building blocks in speech and animal vo-
calizations . .. ... ..
Yannick Jadoul, Bart de Boer

Multilevel phylogenetic inference of harmony in Indo-European
Yingqi Jing, Joakim Nivre, Michael Dunn

Simulating the spread and development of protolanguages . . ...
Sverker Johansson

Emergent grammar from a minimal cognitive architecture .. ...
Anna Jon-And, Jérome Michaud

xii

242

248



Testing the role of minorities in shaping language evolution: An
experimental study .......... ... . i 286
Mathilde Josserand, Francois Pellegrino, Dan Dediu,

Limor Raviv

Who benefits from redundancy in learning noun class systems? 290
Aislinn Keogh, Gary Lupyan

Uncommon sounds for common words: Balancing phonemic
type and token frequency within words for a higher entropy
leXICOm . o vttt e 299
Adam King, Andrew B Wedel

Communication and linguistic structure in collaborative human-
machine language evolution.............. ... .. ... .. .... 302
Tom Kouwenhoven, Neval Kara, Tessa Verhoef

Pointing prevents the emergence of symbolic referential signals:
Empirical tests in a common task framework .............. 305
Kateryna Krykoniuk, Fiona M. Jordan, Sean G Roberts

Middle pleistocene humans in Europe: Cognition before Nean-
derthals. ... i e 312
Svetlana Kuleshova

Artifacts, analogy, and metaphor: Inferring the cognitive foun-
dations of metaphor from an archaeological and comparative
PEISPECHIVE . o ot 316
Svetlana Kuleshova, Elizabeth Qing Zhang, Michael Pleyer

Learnability effects in children: Are more structured languages
easier to learn? ... ... ... 320
Imme Lammertink, Marianne De Heer Kloots, Mary
Bazioni, Limor Raviv

Diversity and universals in culturally evolved sound systems
across species: A complex adaptive system account ......... 324
Li Lei, Elizabeth Qing Zhang, Tao Gong

Obsolescence: A missing piece in the puzzle of polysemy and time 328
Vivian G. Li

Why are some words more frequent than others? New insights
from network science ........... .. ... 336
Qiawen Liu, Simon De Deyne, Gary Lupyan

xiii



A cautionary note on sociodemographic predictors of linguistic
complexity: Different measures and different analyses lead to
different conclusions . ........ ... . .. ...,
Gary Lupyan, Limor Raviv

Seeing signs of morphology - Form-meaning relations in British
Sign Language morphology are iconic for hearing non-signers
Hannah Lutzenberger, Neil Fox, Heidi Proctor, Adam
Schembri

Reconstructing a protolanguage . ........... ... ... ... ...
Erkki Luuk, John Ioannis Stavroulakis

Do dogs really get the point? ........ ... .. ... .. .. ... ...
Heidi Lyn, Joclyn Villegas, Christopher Bass, Steven
Baker, Katie West, Lindsey E. Johnson

A feedback-facilitated iterated learning experiment ...........
Calen MacDonald, Morten Christiansen

The evolution of silence: The role of inter-turn speech pauses
in the co-evolution of language and cooperation ............
Theresa Matzinger, Michael Pleyer, Elizabeth Qing Zhang,
Przemystaw Zywiczyriski

Rats (Rattus norvegicus) detect temporal rather than melodic
changes ... ... e
Ferran Mayayo, Juan Manuel Toro

A complex systems perspective on language evolution. ........
Jérome Michaud

Visual communication in heterogeneous populations of artificial
communicating agents ......... .. . . i i i
Daniela Mihai

Iconicity and compositionality in emerging vocal communica-
tion systems: A Virtual Reality approach..................
Kotryna Motiekaityté, Ozana Grosseck, Luisa Wolf, Hans
Rutger Bosker, David Peeters, Marcus Perlman, Gerardo
Ortega, Limor Raviv

Shared context helps maintain lexical variation ..............
Katie Mudd, Marieke Schouwstra

The role of shared labels and shared experiences in representa-

tional alignment....... ... .. ... i
Kushin Mukherjee, Siddharth Suresh, Xizheng Yu, Gary
Lupyan

Xiv

349

363



Representing space in silent gesture: Communicative contexts
comparedin Bali........ ... . i i
Danielle Naegeli, David Peeters, Emiel Krahmer, Marieke
Schouwstra, Made Sri Satyawati, Connie de Vos

Form and function in the evolution of symbolic artifacts: A
transmission chain study ......... ... ... . ool
Murillo Pagnotta, Isobel Wisher, Malte Lau Petersen, Felix
Riede, Riccardo Fusaroli, Kristian Tylén

The evolution of reference . ...............ccoiiiiiiiaen....
Giulia Palazzolo

Why are languages skewed? A Bayesian account for how skew
and type count, but not entropy, facilitate rule generalisation
Elizabeth Pankratz, Simon Kirby, Jennifer Culbertson

b

Do semiotics experiments really show the “superiority” of ges-
ture over vocalization for iconic representation? And even if

Marcus Perlman, Vinicius Macuch Silva

Does syntactic alignment predict cooperation? A corpus study
of the Prisoner’s Dilemma, . ........... .. ... .. ... .. ....
Marek Placinski, Theresa Matzinger, Andreas Baumann,
Przemystaw Zywiczyniski, Stefan Hartmann, Irene Boehm,
Michael Pleyer, Slawomir Wacewicz

Towards computational detection of metaphoric change in lan-
guage evolution via word embeddings .....................
Michael Pleyer, Klaudia Karkowska, Svetlana Kuleshova,
Darya Namednikava, Marek Placiniski

Entrenchment, conventionalization and cumulative culture: A
usage-based perspective on language evolution .............
Michael Pleyer, Jakob Neels, Stefan Hartmann

Neural repurposing as a driving force in the Baldwinian coevo-
lution of emotional and propositional communications ......
Piotr Podlipniak

Movement-related muscle activity and kinetics affect vocaliza-
tion amplitude .. ... ... .
Wim Pouw, Lara S. Buchardt, Raphael Werner, Luc Selen

Cognitive biases explain constrained variation in noun classifi-
CabION .ot e
Ponrawee Prasertsom, Kenny Smith, Jennifer Culbertson

XV

410



Survival of the wittiest (not friendliest): The art and science of
human evolution ......... ... ... . i i
Ljiljana Progovac

The role of audience design in an emerging language system:
Evidence from a novel signaling paradigm .................
Casey M Riedmann, William S. Horton

The evolution of phonological dispersion: New experimental re-
SULES . oo e
Gareth Roberts, Robin Clark

Gender balance in evolutionary linguistics...................
Sean G Roberts, Christine Cuskley

Cross-population variation in usage of a call combination: Evi-
dence of signal usage optionality in wild bonobos ...........
Isaac Schamberg, Martin Surbeck, Simon W. Townsend

Great ape interaction: Ladyginian but not Gricean...........
Thom Scott-Phillips, Christophe Heintz

The evolution of gender-differentiated kinship terms ..........
Olena Shcherbakova, Scott Claessens, Maisy Hallam, Marc
Allassonniére-Tang, Fiona M. Jordan

The development of trisynaptic pathway in the hippocampus
and the milestone of language development ................
Edward Ruoyang Shi, Elizabeth Qing Zhang, Lluis Barcels-
Coblign, Rui He

Scalar morphology: How linguistic complexity can become re-
dundant, yet be actively maintained by analogy ............
Helen Sims-Williams, Jérémy Pasquéreau, Matthew Baer-
man

Simplifications made early in learning can reshape language
complexity . ... . ... L
Kenny Smith

Exploring the content of casual Polish conversations ..........
Anna Szala, Slawomir Wacewicz, Marek Placiniski, Alek-
sandra Poniewierska, Arkadiusz Schmeichel, Michat Ste-
faticzyk, Przemystaw Zywiczyniski

Communicative efficiency is present in young children and be-
comes more adult-like with age........... ... .. .. ... ...
Shira Tal, Kenny Smith, Inbal Arnon, Jennifer Culbertson

xvi



Exploring systematic phonological cues in language: A compar-
ative study across 60 languages from 13 families............
Nicole Tamer, Paul Widmer

Gesture as precursor to language: Evidence from bimodal bilin-
gualiSm . ...
Seyyed Hatam Tamimi Sad, Ronnie Wilbur

Semantics-based spontaneous compounding emergence in arti-
ficial sign languages ......... ... . .. i,
Oksana Tkachman, Carla L. Hudson Kam

Compositionality and algorithmic complexity in neural networks
Charles John Torres, Richard Futrell

Gender differences in linguistic complexity through time ......
Freek Van de Velde

Evolving a higher efficiency lexicon: High resource-cost sounds
are preferentially allocated to word beginnings and stressed
Syllables ... e
Andrew B Wedel, Adam King

From play pants to pragmatics: Laughter’s linguistic leap . . ...
Sasha Winkler, Erica Cartmill, Greg Bryant

Word-like units emerge through iterated sequence learning . ...
Lucie Wolters, Simon Kirby, Inbal Arnon

The evolution of language and human rationality ............
Robert Peel Worden

Simulating dependency length minimization using neural-network
based learning and communication .......................
Yuging Zhang, Tessa Verhoef, Yuchen Lian, Gertjan van
Noord, Arianna Bisazza

Author Index

xvil

498

502

505

508

011

o915

918

520

923

330

535



Plenary Talks



The context of transmission matters in the creation and evolution of
language

Marie Coppola

marie.coppola@uconn.edu

Department of Psychological Sciences, University of Connecticut, Storrs, Connecticut,
USA

In recent decades the study of new deaf communities and their languages has
offered us an opportunity to observe language evolution in action. Consistent with
laboratory-based studies of artificial language development and change, this work
makes clear that transmission is a key part of this process. However, what those
changes are, the specific nature of the adaptation and change, as well as the degree
to which conventionalization takes place, are influenced by a variety of factors.
Major dimensions of transmission that have been examined closely, especially in
the context of deaf and hearing signers in Nicaragua, are vertical and horizontal
interaction, as well as the quantity and density of connections among signers.
Transmission offers opportunities to observe how learners might change the input
they receive in the language they produce; our findings thus far suggest that that
adaptation is asymmetric (younger learners adapt more, but often in a direction
away from their models) and it is also not random. However, the direction it is
nudged in is shaped by a variety of factors, including the number of users, their
age, the proportion who are primary users of the language, the rate at which new
signers are added, and the frequency of interactions (e.g., Senghas, 2005, LeGuen
et al., 2020).

I will discuss examples of specific developments in the domains of lexical
conventionalization, grammatical uses of space, and pragmatic understanding in
Nicaraguan signing. In each case, the nature of the development was partially
determined by the context of transmission of the language system. For example,
first-cohort signers’ use of spatial grammar was transformed differently through
vertical transmission to second-cohort signers (who are in horizontal contact) than
vertical transmission to their own CODA children (who lack horizontal contact).

This paper is distributed under a Creative Commons BY-ND /.0 license.



Homesigners, who do not enter a linguistic community, consequently lack both
vertical and horizontal contact, which reduces opportunities for adaptation and
change, potentially resulting in lower levels of convergence on common
structures. Such differences reveal that transmission is crucial, not as a source of
linguistic content or structure, but as a mechanism that enables language systems
to adapt and change. The changes themselves are dynamic responses to the
context in which the transmission takes place.



Global and local studies of genetic and linguistic evolution

Nicole Creanza

nicole.creanza@vanderbilt.edu
Department of Biological Sciences, Vanderbilt University, Nashville, Tennessee, USA

Worldwide patterns of genetic variation are driven by human demographic
history. In several contexts, we have tested whether this demographic history has
left similar signatures on languages to those it has left on genes. Globally, we
found a geographic pattern in which populations that were closer to one another
tended to be more similar genetically and linguistically. Our analyses suggested
that two processes influence this pattern: vertical transmission of both genes and
languages during the peopling of the world, and linguistic borrowing (often
coupled with genetic admixture) when neighboring populations come into
contact, even when their languages are very different. We then build on these
findings in multiple contexts. We explore whether sex-biased patterns in human
history affect genetic and cultural evolution, by merging genetic, linguistic, and
ethnographic data to study the potentially differing signatures of maternal and
paternal transmission. We conduct in-depth genetic and linguistic analyses of
dialect-level variation within England, and we use similar data to better
understand the formation of Sranan, a Creole language in Suriname. Finally, we
examine features of Creole languages more broadly to understand how they form
and evolve, as well as whether these patterns are reflected in signatures of genetic
admixture. Jointly studying linguistic and genetic variation at multiple levels can
give us a more nuanced understanding of human evolution and diversity.

This paper is distributed under a Creative Commons BY-ND /.0 license.



The enchronic envelope: A privileged locus in the life cycles of
language

Nick Enfield

Nick.Enfield@sydney.edu.au
University of Sydney, Sydney, Australia

A language is a complex adaptive system, with diverse causal processes
interacting at different timescales. The causal/temporal frames range from
phylogenetic to ontogenetic, microgenetic, enchronic, and diachronic. I argue that
these processes converge and interface at a single privileged locus, a 2Y%-s
opportunity for action, called the enchronic envelope. | build on two key claims:
(1) language is a form of action and will therefore be structured similarly to
physical actions; (2) linguistic actions (like any communicative actions) are
subject to a legibility criterion, which strongly constrains the design of linguistic
structures in social interaction. | argue that this envelope is where processes at
diverse time scales must be realised, including individual-level language learning
and population-level conventionalization and change. | seek to focus the
sometimes-diffuse idea of language as a complex-system by focusing on a central
causal interface for processing, learning, transmitting, and conventionalizing
linguistic systems.

This paper is distributed under a Creative Commons BY-ND /.0 license.



Language vitality: Understudied in evolutionary linguistics

Salikoko S. Mufwene

s-mufwene@uchicago.edu
Department of Linguistics, University of Chicago, Chicago, USA

Evolutionary linguistics is not just about the evolution of structures, it is also
about language vitality, an umbrella term about language birth, vibrance,
resilience, endangerment, and death. It conjures up population movements and
language contact within specific population structures, with the latter rolling the
dice not only on how forms and structures are selected from a joint feature pool
into and out of new language varieties but also on which languages prevail, remain
vibrant or resilient, or vanish in particular social ecologies.

In the face of linguistic diversity, we probably will never know how many
languages were spoken among humans by the time of the Exodus out of Africa.
On the other hand, the known history of human migrations, including
imperial/colonial expansions, has made obvious that language birth and death
have occurred repeatedly. This history makes it imperative for us to investigate
the ecological conditions under which these processes have occurred and to assess
the current claim that the number of languages has been dramatically decreasing
compared to earlier stages of human history.

Thinking of languages as technologies can we explain why some populations
give up their languages and whether users or the situations leading them to such
shifts should be blamed or pitied for doing so? Is language shift maladaptive? Is
it different from other kinds of technology shifts, including religion, health
practices, diets, and clothing, among a host of other folk technologies?

This paper is distributed under a Creative Commons BY-ND /.0 license.



Silent gesture: Uncovering biases that shape linguistic conventions

Marieke Schouwstra

M.Schouwstra@uva.nl

Institute for Logic, Language and Computation, University of Amsterdam, Amsterdam,
the Netherlands

Everyone likes to be understood. When two individuals do not share a language
but still need to communicate, they readily do what they can to bridge the
language gap. This adaptability of human communication has made it possible for
evolutionary linguists to conduct silent gesture experiments (in which lab
participants use their hands and bodies - but no speech - to convey information).
Silent gesture experiments have generated valuable insights about the biases and
preferences that shape language structure in situations devoid of linguistic
conventions. Combining silent gesture with repeated interaction and learning has
enabled us to paint an increasingly detailed picture of the forces at play in
language emergence, in the lexical as well as the syntactic domain. | will discuss
key experiments and the gestural languages they brought forth, and compare them
to structures observed in natural languages (new and old, spoken and signed).
From this, a picture emerges of language as being shaped by ‘lazy’ as well as
‘zealous’ preferences: when creating utterances, language users like to re-use
structures they have seen before (in other utterances, or in the world), but while
they do so, they actively take into account the shared knowledge with their
communication partners — because they like to be understood.

This paper is distributed under a Creative Commons BY-ND /.0 license.
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Compression in killer whale pulsed calls

Javier Almunia!, Jonas Philipp Luke?, Fernando Luis Rosa Gonzélez?, and Ramon Ferrer-i-Cancho™

*Corresponding author: rferrericancho@cs.upc.edu
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3Department of Computer Science, Universitat Politecnica de Catalunya, Barcelona, Catalonia, Spain

Decades of research in quantitative linguistics have unveiled that, in spite
of the radical differences between languages spoken on Earth (Blasi, Henrich,
Adamou, Kemmerer, & Majid, 2022), languages share general statistical pat-
terns called linguistic laws (Zipf, 1949; Altmann, 1980; Bentz & Ferrer-i-Cancho,
2016). A robust instance is Zipf’s law of abbreviation, namely, the tendency of
more frequent words to be shorter. This law pervades languages independently of
many relevant parameters: linguistic family, writing system or measurement unit
(Bentz & Ferrer-i-Cancho, 2016; Petrini et al., 2023a). This and other linguistic
laws have been found in a wide range of other species (Semple, Ferrer-i-Cancho,
& Gustison, 2022). From a theoretical standpoint, these laws are seen as manifes-
tations of principles of communication since Zipf’s pioneering research. The law
of abbreviation is a prediction of the principle of compression, namely pressure
to reduce the magnitude (length or duration) of types (vocalizations or gestures)
(Ferrer-i-Cancho et al., 2013; Ferrer-i-Cancho, Bentz, & Seguin, 2022).

Linguistic laws and their underlying principles remain underexplored in
cetaceans, who communicate mainly through clicks, whistles and pulsed calls
(Dudzinski & Hill, 2017). Evidence of Zipf’s rank-frequency law has been re-
ported for dolphin vocalizations (Markov & Ostrovskaya, 1990) and whistles
(McCowan, Hanser, & Doyle, 1999). The law of abbreviation, Menzerath’s law
(longer linguistic constructs tend to be made of smaller parts) and Zipfian laws of
word meaning (more frequent words tend to have more meanings) have been re-
ported for dolphin whistles (Vradi, 2021; Ferrer-i-Cancho & McCowan, 2009).
Here we expand this research program by adding killer whales, who regulate
group movements and cohesion via acoustic communication and exhibit “dialects”
that are culturally transmitted (Filatova et al., 2012).

As the view that languages are shaped by cost-cutting considerations is be-
coming popular (Gibson et al., 2019), recent research has quantified the actual
degree of optimization of languages using two variables: the distance between
syntactically related words (Ferrer-i-Cancho, Lusseau, & McCowan, 2022) and
word lengths (Petrini et al., 2023b; Pimentel, Nikkarinen, Mahowald, Cotterell, &

This paper is distributed under a Creative Commons BY-NC-ND 4.0 license.
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Blasi, 2021; Ferrer-i-Cancho & Bentz, 2018).

Here we aim test for the presence of Zipf’s law of abbreviation in killer whales
and also to evaluate, for the 1st time in a non-human species, the degree of op-
timality of their vocalizations and its temporal evolution by means of a novel
optimality score, U, that measures the percentage of optimization of a system:
0% in case of a system that maps type frequencies into type lengths arbitrarily;
100% in case of an optimal coding system (Petrini et al., 2023b). To that aim, we
use a dataset of spontaneous pulsed calls produced between 2007 and 2013 by six
captive killer whales living in the Loro Parque facilities (Canary Islands, Spain).

We find a significant negative correlation between the frequency of a call type
and its duration, in agreement with Zipf’s law of abbreviation. To understand
the strength of the finding, we also restrict the analysis to specific years. Then
the correlation is only significant in 2013. However, three findings support some
effect of compression on individual years: (a) the negative correlation that is pre-
dicted by optimal coding (Ferrer-i-Cancho et al., 2022) is found in all years except
one (2010), (b) the mean duration of call types is below a novel random baseline
(Petrini et al., 2023b) for all years and (c) crucially, the sum of the correlations
that are obtained over all years is significantly low.

The ¥ score indicates that pulsed calls are optimized to a 38%. This is a rather
low degree of optimization compared to word durations in human languages: only
Vietnamese, with ¥ = 33%, exhibits a degree of optimality smaller than that of
killer whales according to a recent study covering 46 languages (12 families, two
constructed languages and one isolate; see results on Common Voice in Petrini
et al. (2023b)). That indicates that the duration of killer whale pulsed calls has a
degree of optimisation lower than most human languages.

Now we turn our attention to the evolution of call durations. In human lan-
guages, there is evidence that orthographic word lengths have been increasing
over time (Chen, Liang, & Liu, 2015; Milicka, 2018). In killer whales, we do
not find any monotonic temporal trend, neither towards longer calls nor towards
shorter calls over successive years or months. No monotonic trend is found for
the optimality of their duration either. That suggests that, globally, vocalizers
have neither increased nor decreased the duration of calls or its optimality in a
way that changes persist over time.

To sum up, we conclude that coding efficiency is a property shared not only by
humans and a long list of primates (see Safryghin et al. (2022)) but also cetaceans
(dolphins and here killer whales). Our findings support the hypothesis that species
with distant common ancestors may have converged to the law of abbreviation
through the action of the principle of compression. Concerning compression in
killer whale pulsed calls, we conclude that (a) the principle is acting with less
intensity than in most human languages and (b) its intensity has neither decayed
nor increased within the small group and small evolutionary scale (a period of 7
years) we have examined.
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The emergence of non-absolute synonymy: An iterated-learning experiment
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Synonymy is common, but absolute synonymy—where synonyms can be sub-
stituted for one another in any context with no change to truth value, communica-
tive impact, or connotational meaning—has long been recognized to be extremely
rare (Cruse, 1986). Why should this be?

One possibility is that this pattern is driven by a cognitive bias against treating
words as perfectly synonymous. For example, following the mutual-exclusivity
bias, learners assume a single object has a single label (Markman & Wachtel,
1988; Lewis, Cristiano, Lake, Kwan, & Frank, 2020). Alternatively, a lack
of absolute synonymy could be driven by accidental differences in the distribu-
tion of competing items. Potential synonyms—particularly those arising through
borrowing—are rarely entirely equivalent in their sociocultural distributions (cf.
Andersen, Furiassi, MiSi¢ Ili¢, et al., 2017), which could to lead to them acquiring
connotational differences. Over time, these differences could become amplified
and lexicalized during learning, pushing synonyms apart.

Altenhof and Roberts (2023) investigated this by exposing participants to two
“new slang” verbs in English—snater and fincur—informing them that the two
words had the same meaning, which participants had to guess. The words were
presented embedded in English sentences, whose valence was manipulated to im-
ply a negative, positive, or neutral meaning. Next, participants were asked to insert
the words into unseen sentences that also differed in terms of valence. A distractor
noun (murp) was included in both exposure and generalization to reduce demand
characteristics. The distribution of words across the different valenced contexts
during exposure was manipulated. Participants in all conditions treated the words
as if they differed in meaning, even when the words had been presented in the
same distribution of sentences in exposure. Participants also did not seem to track
quantitative distributions in exposure, though qualitative differences (where words
were presented in very reliably different contexts) influenced differentiation. Al-
tenhof and Roberts (2023) took these results as potential evidence for a cognitive
bias but also noted substantial variation in participants’ statistical learning pat-
terns, leading to complex output distributions. What would happen as a result of

This paper is distributed under a Creative Commons BY-NC-ND 4.0 license.
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exposure to these output distributions? Would distributions stabilize over genera-
tions (Smith & Wonnacott, 2010) and, if so, would that involve a stable pattern of
non-absolute synonymy?

We investigated this by performing an iterated-learning study (Kirby, Griffiths,
& Smith, 2014) with 75 participants arranged into 15 diffusion chains of five gen-
erations. The first generation of each chain received the same input language: 12
sentences for the distractor noun and 12 for each novel verb (half positive and half
negative). To measure the differentiation of each verb during generalization, for
each participant, we calculated a differentiation score by dividing the frequency
of each verb in its dominant context by its frequency in all contexts and taking
the product of the resulting scores. In line with Altenhof and Roberts (2023), we
found that differentiation scores increased in the first generation, suggesting that
participants were not treating the verbs as synonymous (Fig. 1). However, unlike
some previous work on iterated learning (Smith & Wonnacott, 2010; Smith et al.,
2017), we did not find increasing stability and reduction of unpredictable varia-
tion over generations. In fact, a one-way ANOVA revealed no significant effect
of generation on differentiation score, F'(4,70) = 0.977,p = 0.426. Participants
also exhibited interesting and substantial heterogeneity in their statistical learning
patterns.

Differentiation score

Generation

Figure 1. Differentiation scores over all generations.

We discuss these results and their implications alongside ongoing work to
replicate the study with modifications designed to control for the role of partic-
ipant attention and syntactic context. Finally, we discuss the implications of this
work for understanding individual differences in statistical learning, an important
question for better understanding the cultural evolution of language across gener-
ations (Kidd & Arciuli, 2016; Navarro, Perfors, Kary, Brown, & Donkin, 2018).
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European colonialism was shown to have entailed a global loss of biodiversity
(Crosby, 2004; Yang et al.,, 2021; Lenzner et al., 2022). Similar effects of
colonialism were discussed in the linguistic literature as well (Simons & Lewis,
2013). On the linguistic level, however, the picture seems to be complicated and
clearly multicausal (Nettle & Romaine 2000). Most prominently, Mufwene
(2002) has suggested colonialism to have differential effects on the linguistic
ecosystem, conditioned by the intensity of colonialism in a region. The goal of
this paper is to quantitatively examine to what extent the duration under colonial
rule in the history of a country is associated with its present status regarding
linguistic diversity. In doing so, we examine different operationalizations of
linguistic diversity.

Several data resources were combined in this study in order to derive
country level measures of colonialism and linguistic diversity. For each country,
we used colonization beginning and end dates from COLDAT (Becker, 2019) to
estimate ‘colonization duration’.! The global distribution of colonization time is
displayed in Fig. 1. Note that COLDAT is restricted to European empires.

Four ways of measuring linguistic diversity were employed. First, and most
straight-forward, we assessed the ‘number of languages’ currently spoken in
each country based on Ethnologue (excluding extinct languages;
log-transformed). Second, we computed, for each country, the ‘index of
linguistic diversity’ as introduced by Harmon and Loh (2010). It is computed as
one minus the average normalized endangerment level in that country.
Endangerment was assessed by means of contemporary EGIDS scores in
Ethnologue. Third, we computed ‘glottogenetic diversity’ as the entropy of

!In the case of multiple overlapping colonizers, we only considered the most extreme dates.

This paper is distributed under a Creative Commons BY-NC-ND 4.0 license.
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language families represented in a country. Glottogenetic information was taken
from WALS (Dryer & Haspelmath, 2013). Fourth, we assessed the average
‘structural distance’ between languages in a country.’
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Figure 1. Top: Global distribution of colonization duration. Bottom: standardized coefficients

of the linear models (‘*’ denoting significant effects at a 95% confidence level).

We computed four generalized linear models (GLM, Poisson and
quasi-binomial, resp.), one for each measure of linguistic diversity depending
on country size (area). In a next step, we computed linear models of the
residuals of the four GLMs, featuring colonization duration and a selection of
socio-economic covariates (schooling duration, rural access index, per capita
GDP; World Bank) that were shown to be relevant to linguistic diversity
(Bromham et al., 2022) as predictors (checking for collinearity).

The analysis reveals that colonization duration has differential effects on the
four measures of linguistic diversity in the models. More specifically,
colonization is negatively related with the linguistic diversity index, but
positively with glottogenetic diversity and the number of languages. There is no
robust effect on structural distance. One, as we think plausible, interpretation of
the results is that while colonization promotes the in-take of genetically distant
languages and creolization (Blasi et al. 2017), thereby also increasing
glottogenetic diversity, colonization and the implementation of a dominant
lingua franca has simultaneously lead to an increase in the endangerment of
lesser supported ambient languages.

2 For this, we first computed for each language pair the fraction of non-overlapping linguistic
features in Grambank (Skirgard et al. 2023) to obtain pairwise distances. Structural distance was
then computed as the mean of all pairwise distances in a country, weighted by the number of features
in pairwise comparisons.
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We investigate linguistically encoded emotional alignment in pairs of players in
a TV game show that is set up as a one-shot prisoner’s dilemma. We measure
which linguistically encoded emotional characteristics are relevant for choosing
between cooperative and defective behavior in that game. We show that
cooperativeness depends on interactions between emotional characteristics of
both players. In contrast to research on emotional synchrony and cooperation,
however, we find that players are more likely to cooperate if their emotions do
not align. We interpret this as an instance of deceptive linguistic behavior.

1. Introduction

The cooperative character of language is a key tenet in linguistics, and indeed
sharing honest information technically qualifies as cooperation. This presents a
well-known evolutionary problem, since, generally, cooperation with
biologically unrelated individuals is not evolutionarily stable and can only
evolve under very rare circumstances. This is why “the cooperative sharing of
information [...] remains a central puzzle in language evolution” (Fitch, 2010:
417). Across the behavioral sciences, the special conditions that enable the
emergence and stability of cooperation are typically modeled using the classic
game-theoretic tool of the prisoner’s dilemma (PD; Nowak & Sigmund, 1993).
In this study, we use a PD-structured game show to determine which emotional
characteristics may influence the decision to cooperate or to defect.

This paper is distributed under a Creative Commons BY-NC-ND 4.0 license.
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Previous research indicated that emotions can indeed play a role in
maintaining cooperative behavior in PD. Chen et al. (2021) demonstrate that
cooperation is promoted in the iterated PD if enough individuals display
emotions in a non-competitive way. Similarly, de Melo and Terada (2020) study
the effect of non-verbal emotional expression on decision making in the PD.

The alignment of emotions in linguistic interactions was shown to be
indicative of cooperation (Arimoto & Okanoya, 2014), and more fundamentally,
has been argued to be crucially relevant for the emergence of language in
general (Tomasello, 2019). There is robust evidence for emotional alignment
and synchrony in parent-child interactions (Lee et al., 2017, Leclére et al.,
2014), and among partners (Randall et al., 2013), which are both highly
cooperative social relationships. Connected to this, Shilton et al. (2020) argue
that emotional synchrony and social bonding are associated and that both have
been promoted by coordinated music-making in the social evolution of humans.

Given the close connection of emotion and cooperation, we would
expect linguistically encoded emotional alignment to promote cooperativeness,
i.e., the tendency to display cooperative behavior in the PD, if players in that
game were allowed to communicate before making a decision. This is exactly
the hypothesis that we examine in this study. We do so by analyzing
linguistically expressed emotional behavior and cooperativeness in a text corpus.

2. Data and preparations

Our study is based on a corpus of 17 transcribed episodes of the TV show
‘Golden Balls’, a game show that has been the subject of various behavioral
studies (e.g., Burton-Chewell & West, 2012). In each episode of this show, four
players interact, two of which eventually engage in a final round that effectively
represents a one-shot PD, i.e., a variation of the PD in which two individuals
play only once. In this game, players can choose to ‘split’ (cooperate) or ‘steal’
(defect) the ‘jackpot’. The combination of the chosen strategies determines the
final reward in line with payoffs in the PD.

In our analysis', we only considered utterances from players entering the
final round. Since we are interested in emotional characteristics, each utterance
was automatically annotated with numeric scores for the following emotional
dimensions (Russel & Mehrabian, 1977): valence (V, negative—positive),
arousal (A, calm—agitated), and dominance (D, submissive—dominant). We
adopted a lexicon-based bag-of-words approach (Taboada et al., 2011)
employing VAD norms from Warriner et al. (2013).

! Data and code available at https:/gitlab.com/andreas.baumann/emo_coop_golden_balls
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Next, a smooth time-series model (generalized additive model, Wood,
2017) was fit for each emotional dimension and each player in each episode,
thereby describing the trajectory of that emotional property through the episode
(Fig. 1, left). Multiple summary measures of the dynamics of VAD of both
players were derived from these models: ‘alignedness’ (do the trajectories of
both players match?), ‘alignment’ (do the trajectories converge/diverge?), ‘own’
VAD scores, and VAD scores of the ‘other’ player. All measures are listed in
Fig. 1 (right).

More specifically, ‘alignedness’ is determined by measuring, for each
emotional dimension, dynamic time-warping distance between the trajectories of
both players.? Low distance, i.., a high similarity between trajectories,
corresponds to high alignedness of both players with respect to that emotional
dimension. Measuring emotional ‘alignment’ involves two steps. First, pairwise
distances between points on the trajectories for all time-steps (i.e., utterances) in
the conversation® are computed, i.e., yielding a sequence of distances. Second, a
linear regression model is computed in which this distance depends on time. The
slope of this model is used for measuring alignment.* If the measure is positive,
the trajectories of both players start being distant from each other and converge
to become more similar in the course of the conversation. If it is negative, the
trajectories diverge. In this way, we can differentiate between effects from
aligning emotions through the whole conversation and effects of being
emotionally synchronized right from the start.

Finally, for each player and each emotional dimension, the ‘own’ value is
computed as the average across all scores in the trajectory of that player. The
‘other’ measure is computed, mutatis mutandis, by taking the average of all
scores of the other player.

3. Importance of emotional features for cooperativeness

To check which measure is most important for predicting player behavior, a
linear support vector machine (SVM) with ‘split/steal’ as binary outcome
variable was trained and optimized using 5-fold cross-validation. Area under the
ROC curve (AUC) was used as a measure of variable importance (Fig 1, right).
The model displays an above-chance, albeit not particularly high, accuracy of

2 Dynamic time-warping was chosen to account for potentially shifted emotional reactions in the
(pairwise) sequence of utterances.

3 Note that this is possible since the time-series models interpolate emotion scores so that these
models yield predictions for each utterance-step and each player.

4 Formally, for a linear model of pairwise distance d depending on time ¢, d(f) = bt + ¢ + €, we define
alignment as —b. Positive alignment corresponds to convergence, negative alignment to divergence.
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0.71 (chance being 0.5).° More interestingly, the analysis shows, first, that
emotional interactions and the emotions of the other player are considerably
more important for behavioral decisions than this is the case for one’s own
emotions. This is evident since measures of a player’s ‘own’ emotions
(valence own, arousal own, dominance own) display low importance.
Measures that relate emotions of both players to each other rank higher, on
average. Second, we find valence alignedness as well as dominance alignment
and alignedness seem to be most important with an AUC score above 0.70,
while all other measures are less important (Fig 1, right).

wn
© ; . ; ) player A 5
] layer B b=}
8 piay ro7s 8
T oV ®A D o
>
>
— [a)
070 ©
0 =)
e =
©
<
< L @
065 8
] ] a
] o | - > i g
o < e~ a
© _ = — F0.60 ",
© | 2
@ o
wn
0 “055 @
[0} -
o
g DEL2 s EESEPBEESE
g o 82828853832
£ 0] EESSBEDSTOE
£ O 50 5 00 20T/ L S
.8 . c=c O & .2 0 Cc 3 ¢ © =
D®ODY c®EDE 5 £ ®
= l= g @ Igamom_l
o | e ®Ec0TW YT ET
¥ | T T T T g g "ES"gE> EZ3
c € ¢ 3 = 8 5 2
0 100 200 300 400 500 2B > < ©
>O‘§ @
©
(=]
utterance >

Figure 1. Left: smooth models (GAMs) for emotional developments in one ‘Golden Balls’
episode. Right: variable importance (ROC AUC) in a SVM based on all episodes.

4. Emotional similarity and cooperativeness

In a second analysis, we tested in more detail how exactly alignment and
alignedness influenced cooperation. For each of the three most important
predictors of cooperativeness (Fig. 1, right), valence alignedness,
dominance alignment, dominance alignedness, we fit a Bayesian Bernoulli
model with ‘split/steal’ as binary outcome variable (‘split’ being treated as
‘success’). We used a logit-link and flat (uninformative) priors for the linear

5 The goal, in the first place, was not to train a model that predicts cooperativeness at a high
accuracy, but to gain insights into which (type of) emotional features of a conversation are most
relevant for predicting the outcome in an exploratory way. The above chance accuracy at least
indicates that the cooperativeness can be inferred from emotional characteristics, albeit not reliably.
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coefficients. Predictor variables were scaled with respect to their mean and
standard deviation before entering the models.

In all models, an effect of emotional alignment/alignedness on the
outcome is visible (Fig. 2). However, contrary to our expectations, it is weak
rather than strong alignment that promotes one’s propensity to cooperate. The
respective model coefficients (i.e., effects on the logit) and 95% credible
intervals read: -1.27 (-2.36, -0.36) for valence alignedness, -0.92 (-1.95, -0.07)
for dominance alignedness, and -1.70 (-3.45, -0.34) for dominance alignment.

What we also see in all models is that low alignment/alignedness yields a
chance to split of almost 1.00, while high alignment/alignedness corresponds to
a chance to split of around 0.25. Emotional distance seems to be connected to
cooperative behavior, while emotional similarity may still entail cooperative
behavior at a non-negligible probability.
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Figure 2. Bernoulli models of cooperativeness (split/steal) depending on the most important
variables (cf. Fig. 1, right): dominance alignedness, dominance alignment, and
valence alignedness. Bayesian probability bands shown in gray. Emotional closeness
generally decreases the chance to split.

5. Discussion and conclusion

We have shown that emotional dynamics and interactions among players (rather
than just one’s own emotions) indeed have an impact on cooperativeness in the
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PD, but not in the way that we had expected based on extant research on
emotion and cooperation. We found that a player is more likely to cooperate if
their counterpart displays divergent emotional behavior. Put differently, players
are inclined to defect if their emotions are aligned with that of the other player.

This somewhat unexpected outcome could, of course, result from the
nature of the data that we inspected. For one, the number of episodes in our
sample (17) is relatively small. Although we detect statistically robust effects, it
is naturally possible that some of the effects change if more episodes are taken
into account. In addition, and more fundamentally, we only assessed emotional
expression on the lexical level, thereby ignoring phonetic and prosodic cues, let
alone visual information (in particular, gestures or facial expressions; Lei &
Gracht, 2019). Finally, the result could be grounded in the artificial setup of the
TV show and a potential bias towards competitively minded personalities
participating in shows like ‘Golden Balls’.

However, leaving the possibility of methodological shortcomings aside,
our results could be potentially revealing, as they let us conjecture that
linguistically encoded emotion can serve the purpose of deception in
competitive situations, thereby also overriding benevolent effects of emotional
signaling. That is, emotional alignment could be exploited to mislead a
competitor in order to maximize one’s own reward. Whether or not this is done
consciously cannot be easily assessed based on the examined data.

Interestingly, results from research on emotional mimicry offer an
alternative explanation. It was shown that facial mimicry of negative emotions is
promoted if one’s counterpart has the reputation of behaving in an unfair manner
(Hofmann et al., 2012; mimicry of positive emotions was not shown to be
modulated by fairness, however). Thus, it could be that players that acquire the
reputation of being unfair in the first two rounds of the game and who are
expected to defect, elicit (negative) emotional alignment in their counterpart.

In both cases, dishonesty and deception are key aspects. This is in line
with the work by Robson (1990) and Santos, Pacheco and Skyrms (2011), who
show through evolutionary analyses of the PD with pre-play signaling that
signals that are introduced to promote mutual cooperation can easily be
exploited towards defection. Moreover, linguistic dishonesty in ‘Golden Balls’
was already examined in Burton-Chellew and West’s (2012) analysis. They
found that exaggerating players demoted cooperativeness in their counterpart.
Thus, we consider honesty and emotional dynamics in language, and how they
impact cooperative behavior to be an interesting interaction worthy of being
examined more closely in the light of language evolution research.
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Languages differ in their lexical semantic inventories. Recently, such differences have been
explored through the lens of differences in the frequencies with which certain concepts are
employed in discourse. In this paper, I depart from such work by suggesting that it is not
merely the frequency of usage, but also the diversity of ways in which concepts are used that
explains whether languages group together two concepts with a single lexical item. I provide
a theoretically grounded account of why we should expect this to be the case, and develop a
methodology for operationalizing such ideas in a multilingual corpus, finding that variation in
the discursive practices of using words indeed predicts whether languages co-express concepts
or split them.

1. Introduction

Languages differ in their inventories of lexically encoded meanings. While En-
glish co-expresses brothers of both parents as uncle, Croatian distinguishes stric
‘father’s brother’ from ujak ‘mother’s brother’. Such crosslinguistic variation is
the outcome of the cultural evolutionary processes through which only some word
meanings are replicated in a community of users. Kemp, Xu, and Regier (2018)
explore the usage frequency (‘need probability’) of concepts as a communicative
pressures on the processes of replication: the more often a concept is brought
up in discourse, the less likely it is to be co-expressed (‘colexified’, cf. Frangois,
2008) with similar concepts. This insight has been fruitfully applied to various
domains: colour (Twomey, Roberts, Brainard, & Plotkin, 2021), precipitation
(Regier, Carstensen, & Kemp, 2016), and kinship (Anand & Regier, 2023).

Here, I propose that rather than the ‘need’ to express a concept, it is itextb-
fusage diversity, the diversity of the ways in which the concept is employed in
discourse that forms a source of selective pressure on word meanings. After pre-
senting the theoretical motivation, I provide support for this position using com-
putational methods, cross-linguistic corpus data, and a lexicon-wide sample of
concepts. This result contributes to a more complete account of the pressures
shaping the lexicon.

This paper is distributed under a Creative Commons BY-NC-ND 4.0 license.
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2. Background

The proposed connection between the discursive use of lexical semantic concepts
and the inventories of word meanings is motivated by various starting points.

First, lexical selection in usage events is influenced by the inferences afforded
by the expressed concepts (Anscombre & Ducrot, 1983; Rommetveit, 1974): we
pick lexical items because they steer towards certain conclusions. These infer-
ences do not universally derive from the concept itself (knowing a concept does
not entail knowing how it should be used; Goodwin, 1994), but instead depends
on semi-conventional ‘practices’ of speaking (Hanks, 2018) — sets of behavioural
patterns governing how a word ought to be used. Such practices of speaking, then,
being cultural phenomena, are tethered to a language community, and as such may
differ between language communities, as noted by (Hymes, 1961). This motivates
the assumption of this paper that the ‘rules of use’ of lexical items expressing the
same or very similar concepts may differ across languages.

Acknowledging a role for language-specific practices of lexical selection is
only half of the story. The second half consists of linking those in-the-moment lex-
ical choices to population-level conventions. One proposal to do so comes from
Enfield (2014), who takes the in-the-moment decisions, dubbed the ‘enchronic’
dimension of language, to be one of the ‘natural causes’ of why language struc-
tures are the way they are. Enfield develops a useful conception of how such
in-the-moment decisions ‘percolate up’ to population level conventions in a later
paper (Enfield, 2023) in which he argues that part of understanding how concepts
are used in discourse is understanding what interpretive effects they have in the
past given rise to. Croft (2000) similary takes this ‘pool’ of experienced usage
events to be the source of the selective replication of certain variants over others.

The assumed cultural-evolutionary process for my case is similar. When, in a
community, the conventional ways of using two similar concepts are also similar
to each other, there is little need to lexically distinguish them, and so new lexical
items expressing only one concept are unlikely to emerge and spread. Conversely,
when the conventional ways of using the two concepts are different from each
other, the concept-level similarity (which might lead to colexification) competes
with the dissimilarity on the level of the practice of usage, and we can expect a
greater likelihood for e.g., novel lexical items specializing for the expression of
one of the concepts to emerge. This paper aims to demonstrate the consequences
of these hypothesized pathways for the crosslinguistic patterning of colexification.

3. Method

Studying variation in the discursive usage of word meanings requires a substan-
tially novel set of corpus methods in order to make the crosslinguistic comparison
between usage events possible. My method draws on the translation into a shared
language (English) to do so. A succinct description is given here, with more in-
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formation and code made available as part of a planned journal paper.

Corpus: I use the DoReCo corpus (Seifart, Paschen, & Stave, 2022), a ty-
pologically diverse sample of fieldwork-based documentation of 51 spoken lan-
guages. For comparability, only narrative data was used, resulting in corpora of
500 to 76,000 word tokens per language, with 4 languages excluded for having
no narrative data. Around half of the languages have glosses provided for them
(e.g., Ex. (1)-(2)), whereas for the remaining languages only the free translation
is available (e.g., Ex. (3-4)).

(1) nam na toku nom tea gono ta peha taba tahii
IPLL EX.PRON TAM2 notknow IPFV COMPL1 get NSPEC2.SG one2 thing sea
‘we - we don’t know (how) to get anything from the sea.’

2) a abana paa nata  vaevuru tea vagana
ART2.SG men TAM3 know already COMPLI go.fishing
the men already knew to fish
Teop; Austronesian, Papunesia; (Mosel, 2022)

(3) tayley Kkatiji kastellano (4) nish taylejtij
‘I already knew Spanish.’ ‘We do not know.’
Yurakaré; Isolate, South-America; (Gipper & Ballividn Torrico, 2022)

Extraction of translation equivalents: I use word tokens in the free trans-
lations to compare how ‘the same’ concept is expressed across languages. Using
SpaCy spacy2, I selected all free translations tokens with ‘lexical’ parts of speech
(nouns, adjectives and verbs) and lemmatized them. Next, the most likely ortho-
graphic segments and corresponding tokens for each lemma were extracted from
the source set using the best-matching string procedure of (Liu et al., 2023). For
instance, in Ex. (1) above, for the three lexical items know, get and sea, the Teop
strings toku, gono, and tahii were identified as translation equivalents. For the
morphologically more complex language Yurakaré (Exx. (3-4)), the English lexi-
cal item know was linked to the substring yle of tayley.'

Token-level comparability: Massively parallel corpora (e.g., Bible transla-
tions) alluw us to compare patterns of colexification through translations of the
same source language utterance into all the target languages, but they don’t let
us study how concepts are used differently in discourse across languages, as the
translations all draw on the same pattern of verbalization in the source language.
This motivated the present use of a non-massively parallel corpus that nonetheless
has translations into a shared target language. To make tokens comparable across
languages, I apply computational linguistics techniques for representing the usage
of a word through contextualized distributional semantic representations (CDSRs)

The extraction method was found to be highly reliable: evaluating the procedure by considering,
for the languages with glosses available, whether the orthographic segment extracted given a free trans-
lation matches a target language token glossed with the free translation, we found that the extraction
procedure performed at 89% precision and 88% recall (cf. 19% precision/recall if guessing randomly).
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in the form of high-dimensional vectors. When tokens of a word are used in sim-
ilar contexts, their CDSRs will be more similar to each other than when used in
different contexts. We expect the CDSRs for know in Ex. (1) and Ex. (4) to be
similar, as well as those for knew in Ex. (2) and Ex. (3), given that each pair
represents a similar context. CDSRs for all tokens were retrieved using BERT
(bert-base-cased; Devlin, Chang, Lee, & Toutanova, 2018).

We can then use the CDSRs to train a supervised classifer to predict the lexical
choice in a particular language. Here, I am using the linear Support Vector Ma-
chine classifier of sklearn (Pedregosa et al., 201 1).2. A trained classifier allows
us to ask, for a token of an English lemma, how that token would be translated in
any other language. In other words, we can determine, given the CDSR for know
in Ex. (4), that the Teop-trained classifier would pick toku (as in Ex. (1)), rather
than nata (as in Ex. (2)), given that the former’s contexts are more similar. Doing
so for every token and every language, we arrive at a 146, 821-by-47 token-by-
language table, where for every token (row) we have the inferred lexical item for
each of the target languages (column) in the cells of the table.

Defining lexical fields: To analyze variation in colexification patterns, we
need sufficiently large groups of tokens that display crosslinguistic variation. I
use the imputed extension of all 9,534 extracted terms as the starting point, as
they reflect groups of tokens colexified by at least one language. I then pairwise
merged (by taking the union) term extensions with a Jaccard similarity of > .90 in
order to avoid redundancy (which would affect the regression analyses in Sec. 5),
leading to 8,210 groups of tokens or ‘fields’.

Given that the data is a (dummy coded) binary valued table, I ran logistic PCA
(Collins, Dasgupta, & Schapire, 2001) to study the patterning of the variation
between languages (using the 1ogisticPCA library in R). Only the first princi-
pal component was used as further components might be redundant with the first
component of extensions of other terms.

4. A look at the PCA spaces:

As an exploration, I consider a group of tokens colexified by Asimjeeg Datooga
(Nilotic, Africa: Griscom, 2022) nal, which nearly all translate to English know.
To understand what the variation along the first component (PC1) of a logistic
PCA means, I considered the free translations for the tokens with the lowest and
highest value on PC1. The former are overwhelmingly cases of present-tense
negated know (e.g., We don’t know because it’s a stranger’s plan), whereas the
latter consist mainly of instances of past-tense know (e.g., It was that (which) they
knew). Teop (Mosel, 2022), in Fig. 1a appears to dislexify these two functions,

2(lassifiers were evaluated using 100-fold cross-validation. The model obtained 87% accuracy in
predicting the target language lexical item — outperforming an informed baseline (guessing the most
frequent translation equivalent given the English free translation lemma) obtaining 74% accuracy.
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(a) Teop (Austronesian; Papunesia) (b) Yurakaré (Isolate; South America) (c) Hoocak (Siouan; North-America)

3 “nata 3 yle 3 peres
0 ~toku$ 0 “iyep 3 ~watupi
< -
-1.0 —0.5 0.0 0.5 10 -1.0 —0.5 0.0 0.5 10 -1.0 —0.5 0.0 0.5 10
density per marker on PC1 density per marker on PC1 density per marker on PC1

Figure 1. Examples of languages on PC1 of the Asimjeeg Datooga nal field.
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Figure 2. Demonstrating the negative correlation of usage diversity and colexification.

with the two markers seen in the example occupying left and right positions on
PC1. Other languages may have multiple terms, but ones that don’t line up with
the distinction on PC1. Yurakaré (Gipper & Ballivian Torrico, 2022; Fig. 1b), for
example, has a second term iyep that translates to Spanish conocer ‘know some-
one’ while yle translates to saber ‘know something’, and Hoocak ((Hartmann,
2022); Fig. 1c), which has, per the provided glosses, a ‘know-how’ (watupi) and
a ‘know-that’ (peres) verb. Note that for both languages, the two terms are not
linearly separable on PC1.

Notably, the greatest density of Yurakaré and Hoocgk tokens is around the
middle of PC1 whereas the tokens of Teop appear to be more spread out. This ob-
servation is in line with the central thesis of this paper, that languages that display
greater usage diversity colexify less. In particular, I argue that greater variation in
the usage tokens on a semantic scale (such as PC1) will go hand in hand with a
lower propensity of colexifying the two ends of the scale. Here, I operationalize
the usage diversity through the use of the inter-quartile range (IQR) of tokens of
a language on the PC1 of a logistic PCA over a group of tokens. As the depen-
dent measure we can consider (1) whether languages would categorize the two
extreme points of PC1 with the same term or not (using an SVC trained on the ob-
served markers for each language), and (2) how °‘splittable’ the language is along
the axis. The latter measure makes colexification a continuum by considering the
highest information gain (IG) of splitting anywhere along PC1 for a particular lan-
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guage: languages that ‘lump’ will have a zero IG, whereas languages with a 50/50
split between tokens, perfectly splittable along PC1, will have a high IG, and lan-
guages with uneven frequency distributions and less-than-perfect splits will fall
in between these extremes. Fig. 2a and 2b demonstrate the covariance of two
dependent measures covary with usage diversity (IQR) for the nal field, show-
ing colexifying languages have a lower IQR than dislexifying ones, and the IG
measure correlates positively with the IQR.

5. A lexicon-wide study

Does this correspondence hold in the lexicon at large? I contrast usage diversity
(through the IQR) with need probability, defined as the log-transformed word-
per-million count of the tokens of a language in the group of tokens considered.
Several groups of tokens were omitted for displaying too little variation. This
leaves us with 4,679 groups of tokens and 33,843 observations (values for indi-
vidual languages per field). For our two dependent variables (colexification and
splittability) we fit a logistic resp. a linear regression over the two independent
variables, z-transforming them for comparability.

For colexification, a higher need probability predicts less colexification (5 =
—.08,p < .001) and a higher usage diversity also predicts less colexification
(B = —.72,p < .001). Both effects are in the expected direction. Moreover,
comparing the 5 values informs us that usage diversity is the more impactful pre-
dictor, suggesting that it is not the mere need probability, but the make-up of the
discursive need to use a concept that explains differences in colexification. Sim-
ilarly, we find an effect of usage variation on the splittability (information gain)
measure in the expected direction (5 = .13,p < .001) but a (smaller) effect for
need probability (3 = —.02,p < .001), in the opposite direction, predicting more
splittability the less frequent a group of tokens is instantiated for a language.

6. Discussion

This paper studies crosslinguistic variation using naturalistic data for which a sub-
stantial methodology had to be developed. The pay-off is that we can study the
factors explaining divergence in lexical inventories at scale and using discursive
factors that would otherwise not be accessible. The central finding is that cross-
linguistic differences in the ways word meanings are used in discourse covary with
the types of lexical inventories. This is an initial finding that encourages further
consideration of usage events as loci of selectional pressures on the lexicon.
Substantial questions remain, such as the direction of causality between dis-
cursive practices and lexical inventories. One could argue that a language having
two lexical items nudges their discursive applications to be more distinct. This
would not be entirely unexpected, so it is a possibility that we are dealing with a
loop, where more discursive distinctiveness drives the need for separate lexical-
ization, in turn increasing the likelihood of more distinct discourse practices.
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By combining morphemes or words into larger structures, humans can generate
an infinite number of meaningful constructions. Despite growing evidence that
animals have combinatorial capacities (Berthet et al., 2022), investigation into our
closest living relatives, nonhuman apes, remains scarce (Crockford, 2019). Recent
observational work (Bortolato et al., 2023; Girard-Buttoz et al., 2022; Leroux et
al., 2022) is beginning to address this gap. Specifically, Leroux et al. (2022)
studied the chimpanzees Pan troglodytes of the Sonso community, at the
Budongo Conservation Field Station, Uganda, and identified 15 non-random
vocal combinations (Leroux et al., 2022). Here, we followed up on these findings
by investigating whether bonobos Pan paniscus, the closest living relatives of
humans and chimpanzees, also combine calls in systematic ways. We further
assessed whether this capacity differs from that of chimpanzees, using data from
Leroux et al., 2022.

We conducted 150h of focal recording on 24 adult wild bonobos (14 females and
10 males) from 3 groups at the Kokolopori Bonobo Research Project, Democratic
Republic of Congo (Surbeck et al., 2017). During 15-min continuous focal
follows, we recorded every vocalization produced by the focal individuals and
classified them as one of 10 call types of the bonobo vocal repertoire recently
established by Wegdell et al (submitted). An inter-observer reliability test was

This paper is distributed under a Creative Commons BY-NC-ND 4.0 license.
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performed on 10% of the dataset, showing a good agreement between the coder
and an external rater (305 calls, K=0.67). Following previous work on great apes
(e.g., Leroux et al., 2022), we defined a call combination as two (or more) distinct
call types emitted by one individual and separated by less than two seconds of
silence.

We collected a total of 1174 utterances comprising 1 to 32 calls (mean=2.64
calls/utterance), and up to 17 call combinations (mean=0.68
combination/utterance). First, we found that the bonobos of Kokolopori vocalize
on average 2.5 times more than the Sonso chimpanzees (8.53 vs 3.30
utterances/hour). To specifically investigate their combinatorial capacities, we
focused on utterances comprising at least one call combination (N=373
utterances). We used collocation analysis, a method developed in computational
linguistics, to detect non-random call combinations, specifically at the bigrammic
(i.e., two calls) level (Bosshard et al., 2022). To analyze utterances longer than
two calls, we decomposed them into bigrams: for instance, a combination ABC
was processed as two separate bigrams AB and BC. A Multiple Distinctive
Collocation Analysis (MDCA), showed that, similarly to chimpanzees, bonobos
produce several non-random bigrams (N=17). Interestingly, bonobos produce
non-random bigrams more frequently than chimpanzees, both in terms of
production rate (3.90 vs 0.47 non-random call combinations/hour) but also as a
proportion of their total vocal output (non-random bigrams represent 31.9% vs
15.1% of the total vocal production). Additionally, 7 (41%) of the bonobo non-
random bigrams are unidirectional (e.g., we observe AB but not BA), suggesting
that the order may be important, a finding that closely aligns with that of
chimpanzees, where 46% of the non-random bigrams are also unidirectional.
Finally, similarly to chimpanzees, male bonobos produce more single utterances
than females (16.8 vs 9.3 utterances/hour), but males and females produce
combinations at similar rates (4.0 vs 3.8 non-random bigrams/hour respectively).
Overall, our results indicate that the vocal communication of bonobos from the
Kokolopori population extensively relies on combinations. Moreover, they are
more vocal and produce call combinations more frequently than the Sonso
community of chimpanzees. We consider a number of social and ecological
explanations for these differences. Further investigations should include an
evaluation of the meaning of these combinations as well as a replication in other
chimpanzee and bonobo communities to assess the more general nature of our
findings. Overall, our study provides further tentative support for the hypothesis
that the human combinatorial capacity is deeply rooted in the primate lineage.
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1. Introduction

What would a naive attendee at Evolang glean about sign languages and gesture
solely based on Evolang presentations? The presence of these topics at Evolang is
complex because their clear theoretical and methodological importance (Brentari
& Coppola, 2012; Sandler, 2013; Benitez-Burraco, 2015) cannot be divorced from
the fact that sign language creators are deaf/hard-of-hearing people, who are de-
humanised, deprived of language, and excluded from the academy (Woodcock,
Rohan, & Campbell, 2007; Lane, 2017). These facts influence their study, and mo-
tivate evaluation of their framing in language evolution. This study explores two
aspects of sign and gesture related topics at Evolang: (i) the diversity of sign lan-
guages and study methods to identify how language evolution understands manual
communication, and (ii) the arguments that sign language and gesture are invoked
in, to evaluate the latter’s juxtaposition with broader themes in language evolution.

2. Data & Coding

The data set was compiled by filtering abstracts from Evolang 8, 9, 11 and 13, and
JCoLE (2022) for the keywords “sign language” and “gesture” occurring in the
title. These abstracts were screened manually to find those that substantively dealt
with these topics. Our results are based on a subset of the full data set (N=34).
The coding categories (Table 1) were developed based on the content of the data
set, and implemented by the authors.

3. Findings & Discussion

Items 1-3 below summarise three preliminary results, with codes arranged in de-
scending order of frequency (frequency shown in brackets).

1. Study types: EXPERIMENT' (11) > CORPUS WORK (6), NON-HUMAN PRI-

! participants are asked to do a task that is not elicitation of a language of which they are a user e.g.
silent gesture, artificial language learning, director-matcher, iterated learning.

This paper is distributed under a Creative Commons BY-NC-ND 4.0 license.
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MATE PARADIGM (6), THEORY (6) > ELICITATION (3) > META-ANALYSIS

@

2. Sign languages: NICARAGUAN SL (6) > HOMESIGN (4) > KATA KOLOK
(1), EMERGING (1), BRITISH SL (1)

3. Themes: CHANGE OVER TIME (11) > CHILD LANGUAGE (7) > GESTURAL
ORIGIN (6), LANGUAGE IN CONTEXT (6), NON-HUMAN PRIMATES (6) >
EMERGING LANGUAGES (5), ICONICITY (5) > NEURAL UNDERPINNINGS
(4) > X CONDITIONING STRUCTURE? (3) > BEING HUMAN (2)

The results suggest that understanding of sign languages in language evolu-
tion is based on just 3 named sign languages, with studies of Nicaraguan SL pre-
vailing. Data about manual human communication are primarily non-naturalistic
apart from corpus work®. Thematically, the greatest focus is on change over time*,
primarily examined through age-related comparison, or across experimental trans-
mission chains. Child language as a window onto evolution is a distant second,
and tends to be represented by homesign.

Table 1. Coding category definitions

Category Description

THEME Frames in language evolution that sign languages and/or gesture are invoked in
e.g. gesture is often linked to gestural theories of language evolution

DOMAIN communicative resources investigated e.g. word order

STUDY TYPE major method employed e.g. meta-analysis

SIGN LANGUAGE named sign language or sign language type e.g. Nicaraguan SL, homesign

4. Conclusion

Hammarstrom (2016) argues for linguistic diversity in language evolution studies.
We show that over 12 years, our naive attendee might have a limited idea of struc-
tural and societal diversity in natural sign language use, and an idea that the study
of manual communication is about grading phenomena as more or less linguistic
(Kusters & Sahasrabudhe, 2018; Kusters & Hou, 2020; Kusters, Green, Moriarty,
& Snoddon, 2020). This suggests that Evolang should make more active efforts
at increasing the diversity of research on manual communication presented at the
conference. A step toward doing this that can also identify submission bias is to
track the properties of abstracts and assess differences over time.

2X = modality, society e.g. community size, semiotic resources.

3work from any set of human language data (collected for the study or previously).

4We include topics such as transmission, structural reduction, developmental clines, general lan-
guage change, conventionalisation, emergent systems in the category of change over time.
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The transition from a state in which signals are used randomly, and are there-
fore uninformative, to one in which multiple agents use the same signal to convey
a specific meaning has long been studied in the field of language evolution (e.g.
Hurford, 1989) and related fields (e.g. Lewis, 1969). Although initially most com-
municative interactions will fail, models (Spike, Stadler, Kirby, & Smith, 2017;
Lipowska & Lipowski, 2022; Zubek, Korbak, & Raczaszek-Leonardi, 2022) and
experiments (Galantucci & Garrod, 2011) each demonstrate that chance agree-
ment between a pair of agents on a signal’s meaning can seed the growth of an
optimal signalling system in which the probability of a successful communication
is maximised. In a recent survey, Spike et al. (2017) propose three basic ingredi-
ents that are required to make this work. These are: (i) transmission of referential
information; (ii) a bias against ambiguity; and (iii) loss of memory of specific
interactions over time. Roughly speaking, these are needed so that (i) the hearer
has a chance of guessing the correct meaning; (ii) the system is guided towards
optimality; and (iii) a suboptimal state does not become frozen in.

Here, we build on this work by addressing one technical and two concep-
tual limitations of the many models that Spike et al. (2017) unify into a common
framework. The technical limitation is that conclusions and generalisations drawn
in the language evolution literature are often based on simulations that are limited
in terms of the system size (numbers of agents, meanings and signals) that can be
accessed. A natural question is whether arbitrarily large signalling systems (e.g.,
those with many meanings) can spontaneously arise. At the conceptual level,
many studies focus on the ideal case where the number of available signals equals
the number of meanings to convey. The question of what happens when there are
many more possible meanings than signals available to express them is less well
explored. Most fundamentally, it is almost always assumed that agents have some
means to communicate whether the intended referent was successfully communi-
cated, whether explicitly (e.g. by pointing, Steels & Belpaeme, 2005) or implicitly
through the response to an environmental state that delivers a payoff to signaller

This paper is distributed under a Creative Commons BY-NC-ND 4.0 license.
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and receiver (e.g. Lewis, 1969). One may worry what benefit is conferred by sig-
nalling when agents already have available some other reliable means to transmit
their referential intention (Oliphant & Batali, 1997).

We address all three limitations by constructing a unified mathematical model
that includes as special cases many of the different simulation models that have
been studied. The general case manifests as a combination of reinforcement learn-
ing with memory loss and lateral inhibition (simulated explicitly by Oh & Kim,
2021). It can further be related to the replicator equations of evolutionary game
theory (Nowak & Sigmund, 2004), wherein referential transmission enters into
the fitness. Particularly, we can apply linear stability analysis (Glendinning, 2012)
about an initially uninformative state to identify when multiple agents simultane-
ously amplify the same signal-meaning associations. This analysis reveals that
although increasing the number of agents or number of signals reduces the rate
at which associations systematise, this does not pose a barrier to the emergence
of an informative signalling system. On the other hand, increasing the size of
the meaning space whilst holding the number of signals fixed can render the un-
informative initial state inescapable when agents punish a failed interaction by
decreasing the relevant meaning-signal association. In short, rewarding success,
but ignoring failure, is a robust mechanism for building a shared communication
system of arbitrary size.

Most significantly, we find the same outcome is possible even when agents
cannot assess (let alone communicate) the success or failure of an interaction, but
instead resort to cues (which need not be linguistic) to guess a plausible mean-
ing. This is distinct from the scenario in signalling games (Lewis, 1969; Skyrms,
2010), where the signaller seeks to convey a hidden environmental state to a recip-
ient, whose subsequent behaviour then confirms if their inferrence was correct or
not. In our approach, the recipient appeals to cross-situational learning (Siskind,
1996), where repeated uses of a word in similar contexts allows a child to recon-
struct an adult’s pre-existing mapping between words and meanings, even when
every instance of use is infinitely ambiguous and there is zero feedback (Blythe,
Smith, & Smith, 2016). In the present work, we show that a common lexicon can
be built through the same learning mechanism, even when starting from a state
in which signals are uninformative. In other words, shared contexts of use are
sufficient to provide the referential information required for an optimal signalling
system to emerge, despite the presence of ambiguity and no pre-existing means
for agents to judge or communicate the success or failure of their interaction.

Taken together, our findings suggest that small-scale computational and lab-
oratory models of the emergence of linguistic systems and structures are repre-
sentative of what happens in larger and more complex systems. Moreover, they
demonstrate the existence of a process by which a species with no pre-existing
ability to transmit referential information may acquire the ability to do so.
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It is important to know who is a good cooperation partner, and current research
highlights how language can be a key signal of cooperativeness (Henrich &
Henrich, 2007; Matzinger et al., 2023). In particular, low-level linguistic
mechanisms such as subconsciously matching others’ language have been
proposed to be particularly honest signals utilized to assess others’ cooperative
potential (Wacewicz et al., 2017). One of the big questions at the moment is why
these mechanisms are used to select others as cooperation partners. Two possible
explanations have been proposed: on the one hand, low-level linguistic similarity
(i.e., continuous “alignedness” from the start of a conversation) can indicate
group members (Dunbar, 1996; Axelrod et al., 2004), and it is known that in-
group cooperation is less risky and more successful (e.g. Balliet et al., 2014). On
the other hand, adapting to others’ linguistic choices (i.e., progressive
“alignment” throughout a conversation) can indicate others’ willingness to
cooperate, since it can signal an initial cognitive investment in the cooperation
(Kulesza et al., 2014; Chartrand & Bargh, 1999).

To explore how people tend to cooperate with linguistically similar
conversation partners, we conducted an experiment on the effect of syntactic
similarity on people’s choice in cooperation partners (Matzinger et al., 2023). In
this picture-description experiment (cf. Bock, 1986), 100 participants
communicated with conversation partners, who were in fact bots, that either did
or did not match the participants syntactic choices. Based on this language use,
the participants then had to decide with whom to cooperate in a subsequent
cooperative task. Crucially, half of the participants could freely use their naturally

This paper is distributed under a Creative Commons BY-NC-ND 4.0 license.
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preferred constructions (e.g., “X lends Y to Z”), while the other half were assigned
a construction that was not their natural preference (e.g., “X lends Z Y”).

In a logistic regression model, we found that when participants could
communicate in their own preferred structures, they predominantly chose
linguistically similar conversation partners as cooperation partners (77.0%, 95%-
confidence interval [69.0;85.0]). However, when participants were restricted in
their language use, they preferred those partners that matched their actual
linguistic preference (59.3% 95%-confidence interval [50.2;68.5]), instead of the
ones that were similar to their overt linguistic use. We take this to mean that the
sheer act of adapting to someone’s linguistic production is not as crucial for
choosing cooperation partners, even if it involves an initial investment. Rather,
the decisive factor is sharing someone’s linguistic preferences and thereby
indicating social group membership. This highlights that the influence of
alignedness vs. alignment needs to be disentangled further in cooperation
research.

Therefore, we will expand this research in a follow-up study that hones in
on this distinction and tests perceived cooperativeness in a more natural and
revised setting. Most importantly, we will focus on pitch instead of syntactic
similarity to eliminate the potential confounding factor of priming (Pickering &
Garrod, 2004): Alignment does not need to be a conscious investment on the side
of the speaker, but can also be a result of purely mechanistic and automatic
priming and may, therefore, not be taken as a signal of cooperativeness by the
listener. While syntax primarily targets priming, continuous phonological features
such as pitch, which are harder to match automatically, have been shown to be
less prone to priming and may be a better indicator of active cooperative
intentions (Gijssels et al., 2016). Therefore, pitch similarity is particularly well-
suited to teasing apart the role of socially-motivated alignment vs. alignedness in
cooperative encounters.

In our talk, we will present theoretical considerations on disentangling the
role of alignedness and alignment for cooperation and set these insights in relation
to the results of our study on syntax. We will supplement this with the first
findings of our follow-up experiment on the perceived cooperativeness of
conversation partners speaking with a pitch that is a) aligned from the start of the
conversation, b) aligning throughout the conversation, and c) dissimilar
throughout the conversation. In line with the results on syntactic alignment, we
predict that interlocutors in group a) will be considered as most cooperative,
followed by group b), while group c) will be assessed as least cooperative.

Ultimately, understanding the relationship between language and
cooperation in social groups will help us shed light on the evolution and
stabilization of both of these traits, which are particularly prominent in humans.
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As adults, we continue to learn new word meanings. We can learn new words
through ostensive labeling events where a word denotes a clear referent in
context, or by having the word explicitly defined for us (Hahn & Gershkoff-
Stowe, 2010). However, people also learn word meanings through exposure to
how words are used in text (Nagy et al., 1985; Saragi et al., 1978). Here, we
examine the relative effectiveness of different ways of learning new word
meanings, finding that more ostensive experiences are not necessarily more
effective than indirect learning via merely observing how a word is used.

Both research and intuition suggest that explicit/direct experiences with new
words (often times via definitions or ostensive referents) are efficient and
effective ways of learning new word meanings (Gruhn, et al., 2020; Watts, 1995).
In comparison, the knowledge we gain from experience with words in natural text
may seem somewhat fuzzy, imprecise, and variable from one instance to another.
This variability, however, provides rich distributional information, helping link
the new word to already known words.

One crucial aspect of word knowledge requires learners to generalize to new
situations or different modalities. Though efficient, do these more explicit, direct
experiences also yield generalizable word knowledge? Conversely, have we
underestimated the richness that naturalistic text imparts during learning? In
Experiment 1, we ask whether richer but less precise contexts (sentences), or more
explicit/direct contexts (images and definitions) best yield generalization to other
modalities or types of text. Experiment 2 builds on this finding by demonstrating
that surprisingly little exposure is required for the distributional patterns of
naturalistic text to efficiently impart word meaning.

This paper is distributed under a Creative Commons BY-NC-ND 4.0 license.
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Experiment 1

To test the how well different word learning experiences impart generalizable
word knowledge, participants (N=58) were exposed to 12 novel word meanings
(e.g. “the empty space at the top of a container”) and pseudowords (Keuleers &
Brysbaert, 2010) in one of three conditions where they either: read a definition,
viewed four images depicting the new word’s meaning, or read five sentences
generated using ChatGPT (OpenAl, 2023) that used the word in context without
defining it. To test how well participants learned the word meanings, we showed
them new unlabeled images, definitions, and (cloze) sentences for each trained
meaning and asked them to match it to one of the words presented. Because we
were interested in generalization, our analysis only included responses for a given
word if the participant answered correctly when tested in its exposure condition.
A mixed effects logistic regression model was used to analyze the relationship
between exposure condition and generalization X2 (1, N=58) = 4.79, p=.028 and
participants who learned from sentences (M=.33, SE=.05) were more accurate in
generalizing to other test conditions compared to participants who learned via
images (M=.19, SE=.04) or definitions (M=.21, SE=.04). In sum, learning from
passive exposure to text better supported generalization to situations that involved
other types of word knowledge and visual knowledge.

Experiment 2

What do these results, then, say about human cognition? If we have
underestimated the richness that linguistic experience affords during word
learning, we may have also underestimated one of the processes believed to
underlie word learning — distributional learning. To assess the role of
distributional learning with minimal exposure, participants (N=86) learned three
rare words (Brysbaert, et al., 2019) by reading ten sentence contexts sampled from
COCA (Davies, 2008-). After exposure, participants provided definitions for the
newly learned target words. A separate set of participants (N=30) defined and
reported their familiarity with these words (without receiving any exposure).
Sentence embeddings (Reimers & Gurevych, 2019) were then computed for the
definitions collected from the experimental, high, and low familiarity groups, and
evaluated for similarity to dictionary definitions. Bootstrapped means of these
embedding similarities showed that participants with just ten exposures, M=.29,
95% CI [.28, .29], moved away from definitions of people who reported not
knowing the word, M=.20, 95% CI [.19, .21], and towards definitions of those
who reported knowing the word M=.37, 95% CI [.36, .38].

Our findings show how learners leverage the richness of natural language to
gain generalizable, expert-like word meaning knowledge from surprisingly little
exposure. Ongoing work is exploring how even more minimal text exposure and
controlling for RTs may provide a window into relative efficiencies.
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Between the ages of 2 and 3, we observe a rapid growth in the spoken
vocabulary of toddlers (Ganger & Brent 2004).However, the trajectory of co-
speech or silent gesture production, as shown by Namy at al. (2004), is not
characterised by constant growth. Language acquisition in the considered period
can be characterised by a “trial-and-error” approach children adopt in everyday
communication (Gentner & Namy, 2006; Benson, 2020). The trial-and error
method used by toddlers is commonly described based on the mistakes they
make in speech: (1) overgeneralisation, related to the use of improper syntactic
structures (Baker, 1979; Onnis et al., 2002; Parke & Gauvain, 2009); (2)
overextension, related to the use of a single word as a label for various objects
(Rescorla, 1980; Clark, 2015; Barrett, 2017); and (3) underextension, when a
child uses a word for a single item and does not see that the item belongs to a
broader category (White, 1982; Lopez- Couso et al., 2017; Barrett, 2017). In our
presentation, we address the mistake of overextension in a gesture task. In the
research, however, we did not look at speech. All of the errors occurred during a
silent gesture comprehension.

The main experiment focused on children’s ability to comprehend signs
presented to them in the form of iconic gestures in three groups of children: 24-
monthers, 30-monthers, and 36-monthers (total n=30). Each child was presented
with a 36-pages-long book that contained 4 images per page. In 3 consecutive
rounds, 12 pages per round, each child was asked to match the gestures of the
experimenter with one image designated to the gesture. The task was
challenging, because the children were shown two types of iconic gestures:
enacting and representing ones. While statistical analysis revealed that children
score higher with age, and that there is a change in preference for gesture
comprehension: from representing gestures to enacting gestures, the qualitative
viewing of the video material resulted in additional observations. In the post-
experimental analysis, described here, we observed 66 examples of

This paper is distributed under a Creative Commons BY-NC-ND 4.0 license.
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overextension mistake in gesture comprehension from 16 children. We observed
that children made similar mistakes within their age groups---they extended one
characteristic of a gesture presented to them by the experimenter (e.g. the
spinning reel of the fishing rod in an enacting gesture) onto another---and in
their answer pointed to the wheel present on the same page (ignoring the rest of
the observed gesture indicating the fishing rod). The mistakes seem to be related
to their experience with and knowledge about different kinds of objects and
operations done to or with these objects.

In our analysis, we provide each pair (the expected and incorrect
answer), describe the overextended manual characteristic of a given gesture, and
try to the account for these mistakes using cognitive representation and
prototype theory (Rosch 1975) from the perspective of gesture use. Intertwining
these with Piaget’s understanding of intellectual growth (adaptation and
adjustment of knowledge), as well as the notion of schema (1952: 7; Inhelder &
Piaget, 1958), we describe how the mistakes we observe provides us with
insight into children’s information processing in a comprehension task.
Overextension is not only a mistake children make in speech---insights from
silent gesture comprehension can help us understand how human thinking and
conscious perception of characteristic features of actions and objects change and
mature over time.
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1. Introduction

Since Forkhead box P2 (FOXP2) was first identified as being a gene involved in
speech and language in 2001 (Lai et al., 2001) the amount of research into the
genetic basis for human language has grown exponentially. Despite FOXP2 being
initially hailed as the “language gene”, over the last 20 years it has since become
abundantly clear that the situation is much more complex than that (Deriziotis &
Fisher, 2017; Fisher, 2019). Language is clearly a complex cognitive trait
meaning that it is influenced by multiple genes and genomic pathways. To
untangle this complex genetic architecture multiple streams of evidence (both
genomic and otherwise) will need to be analysed together, including considering
multiple genetic targets at once, to create a clearer picture (Deriziotis & Fisher,
2017; Eising et al., 2022).

2. Methods

A State-of-the-Art (SotA) literature review was conducted to analyse the current
landscape of genetic research on the evolution of human language, alongside
identifying historic trends in this research area, and themes for future research.
This type of literature review specifically seeks to synthesise a summary of
current thinking, examine how such perspectives may have changed over time,
look at the historical trends within the research literature, and suggest areas for
future directions of research (Barry et al., 2022b). This SotA review was
conducted using Covidence (a cloud-based software) and the six stage
methodological approach for SotA reviews suggested by Barry et al. (2022a). The
process pathway for papers to be included in this review is shown in Fig. 1 below.

This paper is distributed under a Creative Commons BY-NC-ND 4.0 license.
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Figure 1. The Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA)
flow diagram for this review

The Web of Science database was used for this review, using the search
expressions “Language evolution genetic”, “Genome language evolution”, and
“Gene human language”. From this search 9,585 studies were imported to
Confidence for screening, 876 removed as duplicates, and 8,709 taken to manual
screening (title and abstract, followed by full text review) and further analysis.

3. Discussion

3.1 Future research areas

One area suggested for future research is a shift away from “popular” genes to
ensure that all genes of potential interest are equally investigated. For example,
even in 2015 it was clear that some genes were more studied that others (Brown,
2015). This is likely as FOXP2 was dubbed “the language gene” upon its
discovery, garnering substantial news interest and thus skewing research focus in
this direction (Brown, 2015). As well as language being multigenetic, several
transcription factors have been identified as involved in language evolution
(Brown, 2019). Thus complex intersecting pathways are underlying language
evolution, promoting a broad approach to this research. While still
underrepresented in the literature there is beginning to be a shift towards this type
of multigene/genome-wide work (Eising et al., 2022).

3.2 Limitations

A clear limitation of this review is that it was conducted with a single reviewer,
which can compound the effects of the relativism and subjectivism that can be
said to be inherent to this type of review (Barry et al., 2022a). When conducting
a literature review we bring our own experiences, perspectives, and biases to the
work, and thus this can affect the data interpretation. In order to conduct a stronger
review it is suggested that this work be replicated with multiple reviewers, who
may collaborate via Covidence to vote at each stage of the PRISMA process, with
the goal of creating a consensus and reducing bias.
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The written and spoken forms of a language are subject to different evolutionary
pressures. Over time, this can result in substantial divergence between the two, as
each form of the language becomes better adapted to its own niche (Rastle, 2019).
One example of this is the heterographic spelling of homophonous words, such
as knight and night. Written wordforms such as these impose additional costs in
learning but may be beneficial in reading because they reduce ambiguity. If the
benefit in reading outweighs the cost in learning, heterography may be selected for
in the evolution of writing systems. We investigate this possibility by experimen-
tally simulating the evolution of orthographic systems using the iterated learning
paradigm (Kirby, Tamariz, Cornish, & Smith, 2015), contrasting what happens in
the presence and absence of communicative pressure for ambiguity avoidance.

We consider two possible mechanisms by which heterography might emerge
(Berg & Aronoff, 2021). In Experiment 1, we consider differentiation, which
involves the creation of new spellings or the repurposing of existing spellings
to differentiate words that are homophonous in speech. For example, the words
plain and plane were originally variant spellings of the same word, but they have
taken on distinct meanings over time (Carney, 1994, p. 412). In Experiment 2, we
consider the conservation mechanism, in which heterographic homophones arise
as an epiphenomenon of sound change. For example, the words meat and meet are
homophonous in modern English due to the /e:/—/e:/ merger that took place during
the Great Vowel Shift, but their spellings are heterographic because they continue
to reflect Middle English pronunciation (Wells, 1982, p. 140).

We created a simple 3x3 stimulus space of colored shapes. The words for
these stimuli consisted of a stem and a suffix, and participants were taught both the
spelling and pronunciation. The stems—buvi-, zeti-, and wopi-, which represent
shape—never changed over time, but the suffixes (explained below) could change.
Participants were arranged in transmission chains, with each participant learning
the orthographic output of the previous participant in the chain. We ran ten chains
of nine generations in each of two conditions: Transmission-only, in which par-
ticipants were simply tested on the orthographic system they had been trained on,
and Transmission + Communication, in which each generation consisted of a pair
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Figure 1.  Suffix spellings in two example chains from Experiment 2. Each color represents a unique
suffix spelling. A Transmission-only condition. The orthography transparently reflects the increasing
homophony but, as a result, becomes unable to express the color dimension. B Transmission + Com-
munication condition. The orthography is conserved in the face of increasing homophony, allowing
the system to express color at the expense of transparency.

of participants who played a communication game that incentivized ambiguity
minimization (following similar methods to Kirby et al., 2015).

In Experiment 1, which tests the differentiation mechanism, the suffixes were
always pronounced /-kou/, but the orthography was seeded with high variation,
such that the suffix could be spelled in many different ways using the graphemes
(c), (k), {(q), (o), (oe), and (oh). We hypothesized that, under communicative
pressure, the orthographies would be more likely to adopt differentiated suffix
spellings conditioned on color (e.g., {-co), (-koh), and (-qoe) for pink, yellow, and
blue), despite all colors being expressed homophonously in speech (i.e., /-kouv/).
However, the results revealed little evidence of differentiation. In most cases, the
orthographic systems simply became transparent—a single spelling was adopted
for the suffix regardless of color, even under communicative pressure.

In Experiment 2, which tests the conservation mechanism, the initial seed sys-
tems were entirely regular and compositional, with distinct suffixes for each color
(e.g., I-soul, /-fol, and /-[ei/ spelled (-soe), (-fa), and (-xei)). Over three epochs,
we experimentally induced sound changes that resulted in increasing homophony.
We hypothesized that, under communicative pressure, the orthography would be
more likely to remain intact, continuing to express color at the cost of transpar-
ently mirroring the homophony. Indeed, this is what we observed across several
chains; an example is shown in Fig. 1.

Our findings suggest firstly that pressure for informativeness (induced through
communicative pressure) can give rise to spellings that are more expressive than
their spoken counterparts, and secondly that informative heterography is easier
to attain through the conservation (as opposed to differentiation) mechanism. We
further discuss how these small-scale simulations can inform our understanding of
the real-world processes underlying spelling change, including the roles of varia-
tion, redundancy, top-down reform, and other functional explanations.
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Iconicity has long played a privileged role in theories of language origins,
purportedly helping to “cold start” language by making meanings more
transparent. Theories proposing a gestural origin of language hinge on gesture’s
ability to illustrate things iconically (Armstrong et al. 1995, Corballis 2002,
Zlatev 2008; Arbib 2012). So too do theories proposing that the earliest words
were onomatopoetic (Fitch 2010). Iconicity provides an attractive solution to the
problem of how to get language started. If a human ancestor invented a word for
something, how would anyone know what it meant, especially if they didn’t have
other words to explain it? Iconicity solves this problem by proposing that
meanings could be acted out, and that similarities between icon and referent
provide insight into meaning. This is a seductive proposal, but it assumes that
early iconic reference was (1) easy to produce and (2) easy to understand. There
is some evidence that iconicity may function this way in adult humans, at least
with contextual pragmatic support, as in experiments where someone guesses the
meaning of a pantomime from a set of alternatives (e.g., Sibierska et al. 2022).
But iconic reference is not easily understood by either young children or non-
human apes—both of which have an easier time with conventional symbols.
Importantly, symbol-like markings also precede iconic drawings in the
archaeological record. All these sources suggest that symbolism (achievable via
associative learning) preceded iconic reference in the evolution of language.

Although children gesture before they can speak (Bates et al. 1979), iconic
gestures are rare and develop later than conventional gestures (Ozcaliskan &
Goldin-Meadow 2011). This is true even in homesign (manual systems created
by deaf children with no access to language models), despite iconicity's being
much more prevalent in homesign (Cartmill et al. 2017).
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Like children, great apes are prolific gesturers, but iconicity is almost entirely
absent from their natural communication (Call & Tomasello 2007). There are a
few examples of pantomime-like gestures in language-trained or rehabilitant apes
(Russon & Andrews 2011; Perlman & Gibbs 2013), but it is difficult to rule out
the possibility that apes copy human movements without understanding the iconic
mappings beneath them. Understanding icon-to-world mappings is not trivial.
Judy DeLoache argues that in order to do this, children must represent an object
simultaneously as both an object and as a representation of another object
(DeLoache 1995). Studies suggest that children do not begin to master this ability
until the ages of 3-4. Majid and Pyers (2017) found that children were not able to
guess the meanings of iconic gestures until 4-5 years-old. Even children learning
sign language can struggle with iconicity. Signing children do not master
classifiers (which rely on iconic mapping) until 5-9 (Mayberry & Squires 2006).

Symbolic signs also precede iconic representation in another visual medium:
drawing. Representational (iconic) art first appears in the archaeological record in
connection with anatomically modern humans, about 45,000 years ago (Brumm
etal. 2021). However, purely abstract symbolic markings were made much earlier
by both Neandertals in Europe and early modern humans in Africa, at least 65,000
and 75,000 years ago respectively (Henshilwood et al. 2002; Hoffmann et al.
2018; Garcia-Diez 2022). Similar abstract "drawings" were made around 500,000
years ago by Homo erectus on Java (Joordens et al. 2015). We conclude from this
that symbolic conventions surrounding the making of marks on surfaces were in
place long before markings were used to represent iconically.

Great apes have little difficulty learning to use conventional referential
symbols like those of Yerkish and ASL, but have considerable difficulty
understanding representational drawings (Close & Call 2015; Martinet & Pelé
2021). One study found that apes and children under 3 were successful at finding
hidden rewards when they were labeled with arbitrary symbols, but not when they
were marked with iconic drawings (Tomasello et al. 1997). Children also struggle
with 3D iconic representations. Children under 3 struggle to find hidden rewards
when shown the location using a model of the room, but succeed when given
verbal (symbolic, conventional) instructions (DeLoache & Burns 1993).

These very different lines of evidence—from studies of child development,
from experiments on great apes, and from the archeological record—point to the
same conclusion: the use and interpretation of iconic signs involves sophisticated
cognitive abilities that appear relatively late, both in human development and in
human evolution. All this evidence suggests that symbolic reference, not iconic
representation, provided the framework for the earliest steps towards language.
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Within the recent deep learning revolution, transformer architectures and pre-
trained self-supervised models opened up many perspectives for the study of lin-
guistics and animal communication. These state-of-the-art tools efficiently ad-
dress a wide range of applications in monitoring animal behavior through sound
(Stowell, 2022; Kahl, Wood, Eibl, & Klinck, 2021; Hagiwara, 2023) or in assist-
ing humans with language related tasks. The increasing scientific interest gener-
ated by this revolution raises the following question: can acoustic deep learning
be leveraged as a scientific tool in the study of the evolution of language?

We propose a novel methodology involving the use of deep learning mod-
els as comparative toolkits by testing their ability to jointly process speech and
non-human vocal communication. This approach relies on the disentanglement of
self-supervised learning (SSL) pre-trained models, i.e., computer models trained
on large unlabeled datasets. SSL models were introduced in the field of computer
vision (Jing & Tian, 2021) as a way to leverage the extensive availability of im-
age data. They rely on the assumption that pre-training a first model to encode
and extract information from large collections of raw data can benefit secondary
models specialized in downstream tasks on smaller-sized datasets. By applying
this method to acoustic data, researchers were able to develop efficient speech
processing models, outperforming most purely supervised solutions (Mohamed
et al.,, 2022; Yang et al., 2021). SSL models trained on speech datasets show
high performance on an array of tasks (Evain et al., 2021) and learn to encode
different levels of linguistic information during pre-training without the need for
supervision. For instance, Pasad, Shi, and Livescu (2023) showed that low-level
acoustic information tends to be encoded in the initial layers of these models while
high-level phonemic or lexical information is mostly encoded in deeper layers.

By adapting the SSL approach to bioacoustic tasks, we develop transfer learn-
ing experiments aimed at understanding how much information speech-based
models are able to extract from non-human vocalizations. We focus our prelim-
inary experiments on non-human primates, more specifically apes, as our closest
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living relatives provide a unique opportunity to explore the evolutionary basis
of our vocal communicative behavior. We rely on models pre-trained on human
speech (Hsu et al., 2021; Schneider, Baevski, Collobert, & Auli, 2019) to per-
form primate-related bioacoustic tasks and compare them to models pre-trained
on other taxa such as birds (Kahl et al., 2021), or general acoustic data such as
music, video soundtracks, etc. (Huang et al., 2022; Kong et al., 2020). The tasks
include vocal identity recognition, detection of vocalizations in natural contexts
and call-type classification.

We define three main approaches to test the knowledge transfer capabilities of
SSL models from speech to primate vocalizations. The probing approach consists
in using pre-trained models as feature extractors. Said features are then ~probed”
with logistic regression to disentangle the type of information they extracted from
primate vocalizations. Good performance on a given task shows that the infor-
mation needed to answer the task was successfully extracted during pre-training
and is linearly separable within the model’s representations. The fine-tuning ap-
proach involves further training SSL models on small datasets to improve their
performance on the downstream task. It can show how much more training data a
model needs to efficiently extract information from primate vocalizations. Finally,
to ensure true knowledge transfer from human to other primates, a third method
involves parameter-efficient fine-tuning (PEFT) and adversarial reprogram-
ming (Elsayed, Goodfellow, & Sohl-Dickstein, 2018; Zheng et al., 2023). Both
methods allow keeping the pre-trained weights of the original model untouched
by training additional “filters” for primate-related tasks.

Preliminary experiments consist in recognizing vocal signatures of individual
gibbons (Hylobates funereus). The probing method shows that the initial layers
of speech-based models are capable of extracting sufficient information to clas-
sify the individual voices of 10 female gibbons with up to 95% accuracy. This
result outperforms models pre-trained on birdsongs, which seem to heavily rely
on recognizing the background noise of recordings rather than the primate’s vocal
signature. Additionally, we demonstrate the ability of some speech models to rec-
ognize gibbon’s vocal identities from the temporal dynamics of their song rather
than the anatomical specificities of their voices. Finally, when the fine-tuning
method is applied, further performance gains can be observed, even in few-shot
learning setups.

This type of result helps us examine divergences and similarities between
speech and primate vocalizations from a deep learning perspective. They show
how speech-based pre-training may be at an advantage when dealing with primate
vocal communication by transferring knowledge from one to the other. In general
terms, our experiments test for the validity of deep transfer learning as a scientific
tool in the study of the origins of language from a comparative standpoint. Future
experiments will focus on extending previously mentioned methods to other tasks
and primate species.
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Language relies on the interplay of many intricate features to ensure that the
richness and complexity of human experience can be communicated in a tractable
way. Two of these features are discreteness and systematicity. Discreteness pro-
vides a segmentation of inherently continuous phonetic and semantic spaces into
distinguishable units and categories, while systematicity allows for these elements
to be aligned in organized ways, ensuring that language is not only highly efficient
but also predictably expressive.

Previous research has explored the emergence of these properties indepen-
dently, highlighting the role of systematicity in language acquisition (Dinge-
manse, Blasi, Lupyan, Christiansen, & Monaghan, 2015), use (Nolle, Staib,
Fusaroli, & Tylén, 2018), and its transmissibility and evolvability (Kirby, Cornish,
& Smith, 2008). Conversely, work on discreteness has focused on its emergence
in continuous signaling spaces along with combinatoriality (Verhoef, 2012; Little,
Eryilmaz, & De Boer, 2017).

However, the question of how systematicity and discreteness arise jointly to
support efficient communication — especially when both the signal and meaning
spaces are continuous — and how these properties might constrain or reinforce
one another, has been largely unexplored. In this study, we examine the concurrent
emergence of these features in a two-player communication experiment where
participants were asked to generalize learned continuous signals to communicate
about a continuous color space. The signal space was whistled signals produced
by an on-screen slide whistle interface, and the meaning space was defined by a
subset of colors from the World Color Survey’s standard color naming grid.

The experiment consisted of a learning phase and a communication phase.
Participants learned 5 signal-color mappings. Five signals with a diverse set of
perceptual features were selected from a larger set of signals collected by Hofer
and Levy (2019), and their corresponding color referents were randomly selected
to be approximately evenly spaced in hue. After learning, participants were paired
up and asked to generalize those mappings to a larger set of color chips in a refer-
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Speaker Listener

Figure 1. Our experimental framework. A. Initial color-signal pairings used in the learning phase.
B. In the communication phase, speakers are presented with a target color and communicates it to the
listener by generating a whistled signal. The listener guesses by selecting one of the 40 colors of the
color wheel.

ence game. Our primary interest was in whether participants’ extrapolated signals
displayed elements of discreteness or systematicity in ways that supported suc-
cessful communication. Discreteness was measured by calculating the cluster ten-
dency of participants’ signaling repertoires using the Hopkins statistic (Banerjee
& Dave, 2004). Systematicity was measured by the correlation between pairwise
signal distances (as measured using Dynamic Time Warping) and pairwise color
distances in perceptually uniform CIELUYV space (Schanda, 2007).

We found that participants learned to communicate successfully and aligned
their signal repertoires, with more successful dyads showing higher degrees of
alignment, suggesting that the formation of communicative conventions was cru-
cial in driving communication performance. Furthermore, we observed the emer-
gence of both systematicity and discreteness. However, we found that systematic-
ity, but not discreteness, was correlated with better communication. Additionally,
we note cases where participants seemed to have created composite signals to gen-
eralize to unseen colors, inviting speculation about the role of combinatoriality in
this domain.

A few limitations of the present study include issues related to small-scale
initializations in signal-meaning repertoires and limitations in measuring signal
structure and similarity. Possible future extensions of this work are outlined, in-
cluding investigating the role of discreteness and extending this setup to a multi-
generational transmission experiment. Ultimately, we believe that these results
contribute to a larger body of work exploring the role of human cognitive biases
toward structure in the development and emergence of communication systems.
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Contemporary languages of today's esoteric societies are argued to provide a model for a
previous stage in the evolution of human languages. A recent analysis of data from the
World Atlas of Language Structures compares languages spoken by esoteric and exoteric
societies, showing that the languages of esoteric societies tend to be associated with more
complex morphological structures alongside greater simplicity in the realm of syntax. Such
correlations between societal and linguistic features provide a window into linguistic
phylogeny. Given that until recently all human societies were highly esoteric, it may be
inferred that the languages spoken by such Upper Paleolithic societies were similar to those
of current esoteric societies, instantiating a earlier stage in the evolution of language
characterized by more complex morphology but simpler syntax.

1. Introduction

There is a growing consensus that the evolution of human language and human
linguistic capabilities was gradual rather than abrupt (Progovac, 2019), this
paralleling the gradual evolution of the human physical and behavioral distinctive
phenotype (Neubauer et al., 2018; Scerri and Will, 2023). This in turn raises the
question what such intermediate stages in language phylogeny might have looked
like. Addressing this question, a number of proposals have been put forward in an
attempt to characterize early stages in the evolution of language. In one of the
earliest and most renowned of such proposals, Bickerton (1990) posits a
protolanguage, endowed with just rudimentary mechanisms for juxtaposing
simple words together. Somewhat further down the evolutionary line, Gil (2017)
posits an IMA language that is Isolating (lacking internal word structure),
Monocategorial (lacking distinct parts of speech), and Associational (lacking
construction-specific rules of semantic compositionality) — though with a more

1
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developed combinatorial syntax, and bearing a closer resemblance to at least some
contemporary human languages, such as Riau Indonesian. Even later in the
evolutionary trajectory, Benitez-Burraco and Progovac (2020) propose a language
type characterized by substantially increased morphological complexity
alongside a syntax still lacking some of the functional categories of many modern
languages (e.g. complementizers), arguing that such languages were associated
with the esoteric, inward-oriented societies typical of past stages of human
evolution, and to a lesser extent also some contemporary societies such as those
of hunter gatherers.

This paper provides novel empirical support for the latter proposal by
Benitez-Burraco and Progovac of a stage in the evolution of language associated
with Upper Paleolithic societies and characterized by rich morphology and
relatively simple syntax. Our argument consists of two parts. First, we present the
results of a recent large-scale survey of contemporary languages (Chen et al.,
2023), demonstrating that societal esotericity correlates positively with
morphological complexity, but negatively with syntactic complexity. Then,
invoking the evolutionary inference principle for linguistic and cultural/socio-
political complexity (Gil, 2021), we suggest that the languages of today's esoteric
societies syntax, provide a model for the languages spoken by similarly esoteric
societies in the evolutionary past.

2. Languages of esoteric and exoteric societies

Recent studies have examined the potential relationships between linguistic and
societal structures. While some studies, e.g. Koplenig (2019) and Shcherbakova
et al (2023) have not found evidence for such connections, a wide range of other
studies have revealed some of the ways in which contemporary human languages
spoken by esoteric societies differ systematically from their counterparts spoken
by exoteric societies. Many of these studies make reference to the notion of
complexity, both in the linguistic and societal domains. Specifically, exoteric
societies have been characterized as more politically complex than their esoteric
counterparts.

Several studies have demonstrated negative correlations between aspects of
societal and linguistic complexity. As argued by McWhorter (2005, 2011, 2018),
Dahl (2004), Wray and Grace (2007), Lupyan and Dale (2010), Trudgill (2011)
and others, smaller societies, generally characterized by sociopolitical esotericity
and more context-dependent forms of communication, are fertile grounds for the
accretion of linguistic complexity in the domain of morphology, while larger
political entities, typically associated with reduced sociopolitical esotericity and



73

various modes of less context-dependent communication, particularly those able
to convey propositional content to strangers, are conducive to linguistic
simplification, specifically, in the domain of morphology, one possible reason
being imperfect adult second-language acquisition.

In contrast to the above, however, a range of other studies support an opposite
positive correlation between sociopolitical complexity and various aspects of
linguistic complexity. Thus, recent experiments by Raviv, Meyer and Lev-Ari
(2019, 2020) and Raviv (2020) show that in artificial languages, larger speech
communities create more highly compositional languages — which entails
increased complexity in the domain of combinatorial syntax. Similarly, in sign
languages, Meir et al (2012) and Ergin et al (2020) argue that an increase in the
size of the signing community results in a greater degree of conventionalization.
In the realm of metaphor comprehension, Gil and Shen (2021) show that more
highly complex polities tend to be associated with languages whose metaphors
are endowed with more complex directional structure. With regard to Tense-
Aspect-Mood marking, Gil (2021) demonstrates that languages belonging to
larger families, the product of demographic spread, are associated with more
complex systems characterized by obligatory as opposed to optional marking.
Finally, in the domain of basic clause structure, work reported on in Gil and Shen
(2019) shows that more highly complex polities tend to be associated with
languages endowed with a greater degree of grammaticalization of thematic-role
assignment.

How might these seemingly conflicting results be reconciled? The key lies in
the observation that the linguistic features whose complexity correlates with
societal complexity in opposing ways, either negatively or positively, are of two
qualitatively different kinds. Simplifying somewhat, negative correlations
between societal and linguistic complexity are characteristic of features of a
morphological nature, while positive correlations between societal and linguistic
complexity are associated with features of a syntactic nature.

We have found evidence to this effect in our research (preliminarily described
in Benitez-Burraco et al., 2022; Chen et al., 2023). We classified the 82 out of
142 language features from the World Atlas of Language Structures, or WALS
(Haspelmath et al., 2005) that are related to morphology or syntax, as purely
morphological features (M), purely syntactic features (S), features pertaining to
both domains but predominantly related to morphology (Ms) and features
pertaining to both domains but predominantly related to syntax (mS).
Independently, we characterized the diverse values for each feature in terms of
complexity as either equipollent or privative: while equipollent features are ones
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in which there is no prima facie reason to characterize one of the feature values
as more complex than the other, privative features are those in which different
feature values may be ranked along a scale of complexity, with some feature
values more complex than others. The analysis invokes the notion of descriptive
complexity, considering one feature value to be more complex than another if its
description makes use of a larger number of symbols. For example, WALS feature
22, "Inflectional Synthesis of the Verb", is first classified as primarily
morphological (Ms), since it pertains to changes in word form, even though these
different forms may be used secondarily for syntactic purposes, as in agreement.
Having a larger number of inflectional forms is then taken to be indicative of
greater morphological complexity. Likewise, WALS feature 81, "Order of
Subject, Object and Verb", is first classified as purely syntactic (S). Then, free
word order languages are regarded as being of lesser syntactic complexity than
languages with a single dominant order.!

As for societal complexity, languages are ranked in accordance with a range
of criteria drawn from three different sources: the Expanded Graded
Intergenerational Disruption Scale (EGIDS), from Ethnologue (Eberhard et al.,
2022); the size of the family to which the language belongs, from Glottolog
(Hammarstrom et al., 2022); and a variety of criteria from the D-Place database
(Kirby et al., 2016), including the number of jurisdictional levels above the local
community (Feature EAO033 in the database), the size of local communities
(EA031), and population size (EA202).

Bringing together the above sources, we constructed a dataset containing 94
different classifications along with 1 societal PC. We ran a linear regression
between each combination of a classification and the PC, resulting in 94 statistical
tests. For binary classifications, namely those with only two values, we ran a
logistics regression instead. For each statistical test, we reported the estimated
slope along with the p-value. We say a relation between a principal component is
significant if the p-value is less than 0.05. We also controlled for potential
confounding factors, particularly, language family and geographical regions, by
conducting an additional analysis in which we considered the phylogeny and the
geographical proximity of languages.

Our results reveal a statistically significant tendency for simpler esoteric
societies to be associated with languages of greater morphological complexity but
lesser syntactic complexity than their more complex exoteric counterparts. Based

Y In addition, WALS feature 81 distinguishes between six dominant word orders; however, since
there is no obvious basis for characterizing one such order as more complex than another, this
further distinction is considered to be equipollent and therefore ignored in the present analysis.
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on these results, two language types are defined: S-languages, associated with
eSoteric societies, exhibiting simpler syntax but more complex morphology, and
X-languages, associated with eXoteric societies, characterized by more complex
syntax but simpler morphology. Although esotericity and exotericity constitute
two poles on a single scale of sociopolitical complexity, the factors driving the
development of Type S and Type X languages are not mirror-images but rather
of diverse and qualitatively different natures. Thus, while the correlation between
esotericity and morphological complexity could be due to factors such as
simplification resulting from imperfect adult second-language acquisition, the
correlation between exotericity and syntactic complexification may be attributed
to factors such as the need to satisfy a broader range of communicative needs, e.g.
conveying more complex meanings to unrelated people. Moreover, since these
two language types are based on quantitative analyses, they are most
appropriately considered to be prototypes around which languages tend to cluster.
In particular, as noted, many of the WALS features are of a mixed
morphological/syntactic nature (Ms or mS in our characterization). For such
features, then, the factors driving the development of Type S and Type X
languages pull in opposite directions. For this reason, the development of Type S
and Type X languages does not necessarily result, as might have been expected,
in a strict trade-off between the morphological and syntactic complexity of
languages. This seemingly explains the results of a second quantitative analysis
of WALS data we have also conducted, this time without considering
sociopolitical factors, which suggest no trade-off (a perhaps a slight trend towards
a positive correlation) between morphological and syntactic complexity across
languages (Benitez-Burraco, Chen and Gil 2024).

3. A Window into phylogeny

What can the present tell us about the past? In accordance with a slightly modified
version of the Evolutionary Inference Principle for Linguistic and Cultural/Socio-
Political Complexity (Gil 2021), correlations between societal and linguistic
complexity observed amongst contemporary human languages, of the sort we
have highlighted above, may be used to make inferences about prior stages in
linguistic phylogeny. Specifically, if particular linguistic features are found to be
systematically associated with today's esoteric societies, it may be inferred that
these same features were characteristic of the languages of the Upper Paleolithic
era. Archaeological and paleogenetic evidence (e.g. Sikora et al., 2017, Koptekin
et al., 2023) indicates that all societies were strongly esoteric at that time, with
signs of exotericity increasing only recently. Invoking this principle, our findings
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surveyed above thus support the existence of an earlier evolutionary stage in
which all languages were S-languages, with simpler syntax but more complex
morphology.

4, Conclusion

That contemporary S-languages provide a model for an earlier stage in the
evolution of language should not be considered surprising if we consider the
effects of the social environment on language structure, and the fact that in many
places, human societies still exhibit many of the sociopolitical features of
Paleolithic societies. It must be kept in mind, however, that we are referring to
actually observable languages, not to the linguistic abilities that underlie them.
Clearly, speakers of S-languages are perfectly capable of acquiring X-languages
if they are called upon to do so. In fact, in today's modern world, it is probably
the case that a large majority of speakers of S-languages are also fluent in an X-
language, be it a regional lingua franca or a national language.

However, some speculations in Benitez-Burraco et al. (2022) and Chen et al.
(2023) point towards a deeper effect associated with the distinction between S-
languages and X-languages. First, it is suggested that these two language types
may make differential use of two different kinds of memory that are crucially
involved in language processing: while S-languages, with their greater propensity
for the kinds of irregularities typical of rich morphologies, may rely more heavily
on declarative memory, X-languages, with their greater orientation towards
combinatorial syntax, may tend more to call upon procedural memory. Moreover,
because declarative and procedural memory seem to depend on different genes
(e.g. Ullman et al., 2015), one could hypothesize this differential effect resulting
in a language- type distinctive (epi)genetical signal. A more radical view would
be that changes external to language resulting in the potentiation of declarative or
procedural memory might have favoured the transition to the corresponding
language type, S-language or X-language respectively. One such change might be
the advent of more complex technologies, whose mastering would demand
advanced procedural abilities. At present, this hypothesis has not yet seen any
systematic empirical support, but it is a possibility we are currently testing.

Whatever the case, the results of this paper join forces with other recent
studies, such as Progovac (2015), Gil (2017) and others, showing how much of
the evolutionary past of human languages is still visible, in one way or another,
in the contemporary linguistic landscape. Thus, linguistic typology offers a
valuable window into linguistic phylogeny.
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In observational studies of language change, women have been shown to use more
innovative forms than men, and to be more likely to adopt new variants (e.g.,
Chambers, 2009; Crawford, 1995; Labov, 2001). At the same time, work on vocal
convergence shows a mixed pattern of results, whereby some studies find that
women accommaodate faster (i.e., imitating the acoustic variants of others; Namy
et al., 2002), and other studies find the opposite pattern (i.e., that men
accommodate faster; Pardo, 2006). However, beyond these studies, gender effects
in language accommaodation and diffusion of morphosyntactic variants have not
been systematically tested, and it is currently not clear how language evolution
may be affected by social biases and individual attributions associated with
different gender groups. For example, gender effects may stem from documented
differences in social attributes and personality traits between groups, such as
conformity and agreeability (Weisberg et al., 2011). Here, we test how the gender
and personality traits of participants, as well as the gender of their interactive
partners, shape accommodation patterns in a dyadic communication experiment
using an artificial language - shedding light on the role of gender in shaping
language change patterns in the presence of linguistic variation.

In this pre-registered study (https://osf.io/6eudq/), following Fehér et al., (2019),
we use an online communication experiment in which participants of different
genders first learn how to formulate sentences using two verbs, six novel nouns
(slightly altered Dutch onomatopoeia assigned to a corresponding animal picture),
and a marker for plural and singular forms. During training, the plural marker is
always present, while the singular marker is optional (present only 33% of the
time). After learning the language, participants play a director-matcher game with
a partner from either the same or different gender group (Figure 1). While

This paper is distributed under a Creative Commons BY-NC-ND 4.0 license.
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participants believe they are interacting with another person, they are in fact
interacting with a simulated partner. To manipulate the gender of the simulated
partner, we use portraits from the FACES database (Ebner et al., 2010), and take
a similar photo of each participant - creating the illusion that they are interacting
with a real person at the other end. Crucially, the simulated partner always
produces the singular marker which was optional during training. We examine
participants’ linguistic behaviour before, during, and after communication in
pseudo-dyads, and test whether their tendency to accommodate to their partner
(i.e., by reducing variation and increasing their use of the singular marker used by
their partner) is shaped by the gender of the participant and the gender of their
perceived partner. At the end of the experiment, participants complete an implicit
association test (Karpinski & Hilton, 2001) and an explicit bias questionnaire
(Rosencranz & McNevin, 1969; Swim et al., 1995) to assess whether they have
any subconscious bias or stereotype towards different gender groups. In addition,
participants fill out a self-report personality questionnaire (“Big Five”; John et al.,
2008) to measure their openness to experience, extraversion, agreeableness,
neuroticism, and conscientiousness.

We predict that: (1) people will be more likely to accommodate to members of
their own gender group (Giles & Ogay, 2007); and (2) the likelihood of
participants accommodating to their partners will be correlated with their
personality traits and their attitudes/biases towards their communicative partner’s
gender. Critically, we predict that these patterns will be accounted for by gender-
related differences in personality traits, such as women generally scoring higher
than men on extraversion, agreeableness, and neuroticism. Preliminary results
from N=16 participants show that while both men and women accommodated to
their partner during interaction, only women persisted in using the singular
marker post-interaction (with the use of the optional singular marker increasing
from 25% before interaction, to 45% after interaction).
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Figure 1: screenshot of the communication experiment
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Abstract

Proportional mechanisms are thought to play a major role in morpho-
logical change. This paper explores the extent to which simple models of
morphological inflection embody proportional behavior. Using models with
varying architectures and decoding schemes, we find that errors produced by
these models do not often form a valid proportion with forms found in the
training data. We discuss the implications of this finding for research seeking
to recapitulate diachronic processes using models of this sort.

1. Introduction

Morphological paradigms change over time. Analogical change is a significant
factor driving morphological shifts of this kind: when attempting to produce an
inflected form, language users draw upon their knowledge of inflectional patterns
from other word forms, sometimes resulting in alterations to the intended target.
Morphological paradigms can undergo restructuring through various analogical
mechanisms. Traditionally, analogical change mechanisms are categorized into
two types: those involving proportional and non-proportional mechanisms (Paul,
1880; Anttila, 1977; Gaeta, 2007; Hock, 2009). While paradigms may occasion-
ally be restructured via non-proportional mechanisms (Haspelmath, 1994; Fertig,
2016; Sims-Williams, 2016), the most commonly cited types of changes affecting
paradigms are analogical extension and leveling, which are typically understood to
operate proportionally (Hill, 2007; Garrett, 2008). Proportional analogy refers to
a phenomenon where a form or pattern is extended or generalized to create new
forms or patterns within a language, maintaining consistent relationships between
elements. This process involves adhering to linguistic constraints while generating
both attested and unattested forms based on established patterns or paradigms.
These changes fit within a framework of analogical proportions, exemplified in
(1a). A proportion generates both attested and unattested forms, but for it to be
considered valid, it must adhere to the linguistic constraints of the language. For

This paper is distributed under a Creative Commons BY-NC-ND 4.0 license.
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instance, (1b) presents a well-formed and attested analogical proportion in Latin,
where the pluralization of the second-declension Latin noun rivulus is patterned
after another second-declension noun fabulus. Conversely, (1c) demonstrates an
invalid proportion where the fourth-declension noun cénsus is incorrectly plural-
ized as *censi based on the pattern of fabulus; the attested plural form for census
would be cénsiis in accordance with its noun class. This disparity illustrates the
importance of maintaining linguistic congruence within analogical proportions, as
seen in the ill-formed proportion (1d) which attempts to apply a feminine form
ending in -a to generate the plural of a masculine noun ending in -us.

(I) a. A:B:C:x
b. fabulus : fabuli :: rivulus : rivall
c. fabulus : fabuli :: cénsus : *cénsI
d. fabula: fabulae :: rivulus : *rivulae

The extent to which computational models of morphological change exhibit
proportional behavior remains unexplored. Earlier computational work on morpho-
logical learning exploits pairwise relationships between inflected forms in order
to establish proportional bases for generating inflectional forms (Neuvel & Fulop,
2002). However, the role of proportionality in neural models of inflection, which
learn linear and/or nonlinear mappings between semantic features and phonologi-
cal cues, is not fully understood. Linear discriminative learning (LDL) (Baayen,
Chuang, & Blevins, 2018; Baayen, Chuang, Shafaei-Bajestan, & Blevins, 2019)
is a framework which maps meaning to form and vice versa by learning linear
relationships between vector semantic and phonological cues. Its proponents argue
that LDL generalizes the standard four-part analogy (1a) beyond set-based concep-
tions of semantics (e.g., {DOG, SINGULAR}) to vector semantic representations
representing the collocational distributions in which a form is found.

In this study, we explore the extent to which proportional behavior emerges
in computational models of morphological inflection without the models being
explicitly coded to use four-part analogies from (1a) in the process of inference.
We apply models of morphological inflection to morphological data sets from
different languages, allowing different properties of the models used, namely the
architecture and decoding schemes, to vary across model settings. We employ an
algorithm to find proportions in the training data that support attested and predicted
forms in the test data. Models with a linear regression-based architecture perform
consistently better than Long Short-Term Memory (LSTM) models in terms of
rates of proportional errors. Proportional support for a test form in the training data
is a significant predictor of whether or not a morphological inflection model will
generate it accurately, though this can be interpreted as a proxy for type frequency.
Analyses of the errors produced by the models show an overwhelmingly low degree
of proportionality. Our results suggest that if changes in morphological paradigms
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are overwhelmingly proportional, then computational models of morphological
learning should be used with care when simulating historical changes.

2. Data

Verbal paradigms were sourced from Unimorph (McCarthy et al., 2020) and con-
verted to a broad IPA transcription using Epitran (Mortensen, Dalmia, & Littell,
2018) for most languages, with a few manual corrections. Phonemic transcriptions
for English were taken from the Carnegie Mellon Pronouncing Dictionary (Rud-
nicky, 2015), available through the Natural Language Toolkit (Bird, Klein, & Loper,
2009). The glosses available in UniMorph, as well as lemmas, were converted to
one-hot representations of inflectional features. Models were applied to data from
the following languages: Arabic, Dutch, English, Italian, German, Polish, Por-
tuguese, Russian, and Spanish. The main criteria for selection were (1) availability
of verbal paradigms in UniMorph; and (2) availability of a grapheme-to-phoneme
(g2p) system for obtaining phonological representation of forms. To alleviate
the problem of different numbers of lemmas available per language and also to
avoid extreme processing times for some of the data sets, we limited ourselves to a
sample of 500 lemmas per language or just used all the lemmas, in case a language
has fewer than 500 verbal lemmas (e.g., Zulu). Data and code are available at
https://gitlab.uzh.ch/chundra.cathcart/evolang_2024.

3. Methods

We evaluate the performance of four models varying in the way meaning is mapped
onto form and the way predicted sequences are generated. We probe the extent to
which errors produced are supported by a proportional basis in the training data,
and explore other properties of proportionality with respect to model performance.

Our models vary in the way they map meaning onto form. Following Baayen
et al. (2018, 2019), in one set of models we use linear regression to learn linear
mappings between inflectional features and trigram phoneme sequences, which can
be used to predict phoneme sequences from inflectional features. Linear regression
models were fitted using ordinary least squares.

Another set of models utilizes Long Short-Term Memory (LSTM) neural
networks to introduce non-linearity. These models follow a standard encoder-
decoder architecture commonly employed in sequence-to-sequence tasks. The
architecture consists of two embedding layers, one for inflectional features and
another for phonemic form. The inflectional features’ embedding is fed into
the LSTM encoder, with both embedding and hidden layer dimensions set to
128. The output of the encoder is then passed to the decoder for generation of the
phonological form. LSTM models were implemented in Keras (Chollet et al., 2015)
and trained with the Adam optimizer (Kingma & Ba, 2015) with a categorical
cross-entropy loss function. The models were stopped early once overfitting on
validation data was observed.
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Finally, we vary the models with two different methods for sequence generation
of predicted forms at the inference stage: beam search and greedy decoding. Greedy
decoding selects the most probable token at each step, in this case selecting the most
probable initial trigram/phoneme given some inflectional features before moving
on to the following trigram/phoneme. Beam search, on the other hand, maintains
a set of top-N candidates, exploring multiple possibilities simultaneously. We
considered the top 2 most probable candidates at each generation step, ultimately
picking out the sequence with the highest probability overall. For linear regression
models decoded using beam search, we follow Baayen et al. (2018) in training a
second model that maps trigram phoneme sequences to semantic vectors, choosing
the candidate sequence whose predicted semantics correlates most strongly with
the input semantic vector.

Models are run separately for each language. To evaluate model performance,
we carry out K -fold cross-validation (K = 10), randomly holding out 10% of the
forms in each data set used as test data. We vary the random number seeds used
to sample lemmas and generate folds, using 5 different seeds for each stochastic
dimension.
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Figure . Mean word error rate (WER) by language for each model setting. Error bars (where visible)
represent variance across different folds and random number seeds.

4. Model Results

We assess model performance according to the word error rate (WER, the propor-
tion of test items that are produced with at least one error) and the phoneme error
rate (PER, the mean normalized Levenshtein distance between each target and each
predicted form). WER and PER values are displayed in Figures 1-2.

WER values are relatively high for linear models. Results from LSTM models
show considerably lower WER values, with the exception of English and Indone-
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Figure 2. Mean phoneme error rate (PER) by language for each model setting. Error bars (where
visible) represent variance across different folds and random number seeds.

sian. The poor performance for these languages is striking, and may be due to their
generally smaller paradigm size in comparison to the other languages, which are
morphologically richer. PER values display a similar trend, although the difference
between LSTM and linear regression models is significantly lower in case of PER.

Beam search and greedy decoding schemes do not show consistent differences
from each other in terms of performance for these two error metrics. Certain
languages show better results in greedy decoding with others benefiting more from
beam search. In LSTM models, the differences between beam search and greedy
decoding are almost nonexistent.
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Figure 3. Proportion of model errors with support from at least one proportional basis, by language
and for each model setting.
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5. Proportionality

We identify proportions in the training data that could give rise to forms in the test
data (following Lepage, 1998; Sims-Williams, 2016, 2021). For a given paradigm
cell ¢; in a given lemma ¢ found in a test split, we iterate through all lemmas
1 € Liraining in the training data, and for each cell ¢; # c;, generate the proportion
(1,¢j):(l,¢:)::(¢, ¢j):x. We tabulate the number of proportions in the training data
that support each attested target form as well as each predicted form. Using a mixed-
effects logistic regression model with word error rate (with values of 1 representing
errors) as a response variable and log-transformed proportional strength as a
predictor with random intercepts and slopes by language, architecture, and decoding
scheme, we find that the proportional support for an attested target form is a
significant predictor of accuracy, though the effect is weak (5 = —0.0055 p <
.001). This may not indicate anything interesting about the effect of proportionality
on model accuracy, but may have to do more generally with type frequency. We
compute the proportion of errors for each model for which at least one proportion
is available in the training data. These values are displayed in Figure 3. Linear
architectures generate more proportional errors than LSTM. In many cases, these
errors involve regularization, in which case the incorrect prediction will have more
proportional support than the attested target form. Greedy decoding and beam
search appear to have little influence on the rates of proportionality.

6. Discussion

This paper explored the performance of different models of morphological inflec-
tion, with an eye to assessing the extent to which models exhibit proportional
behavior. We find that errors produced by these models are unlikely to have support
from proportional bases in the training data, with under 35% of errors found across
all model settings. Models making use of linear mappings between semantic and
phonological cues are found to generate a higher degree of proportional errors.

Our results have implications for research that aims to simulate historical
changes using computational models of morphological inflection (e.g., Cotterell,
Kirov, Hulden, & Eisner, 2018). If analogical changes that restructure morphologi-
cal paradigms are in fact overwhelmingly proportional, then care is warranted when
choosing models for this particular task. Even for models from the framework of
linear discriminative learning, which in a sense incorporates proportionality by
learning linear mappings between phonological sequences and semantic variables,
the degree of proportional errors produced depends on a range of factors and dis-
plays variability across languages. Future work will benefit also from exploring the
degree to which models of this sort generate proportions traditionally thought to
be invalid, such as four:fork::three:threek, or ear::hear:eye::heye (Kiparsky, 1968;
Deutscher, 2002), in order to probe the extent to which such models can be used to
reliably recapitulate processes of diachronic change.
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The linguistic niche hypothesis states that languages spoken by larger soci-
eties tend to have less complex morphological systems (Lupyan & Dale, 2010),
which may be caused by a learnability advantage of L2 learners for less complex
systems (Wray & Grace, 2007; Hudson Kam & Newport, 2009). Despite the high
impact of this theory on the field of language evolution and adaptation (Gibson
et al., 2019; Bentz et al., 2015, 2018; Lupyan & Dale, 2016), recent studies (Ko-
plenig et al., 2023; Shcherbakova et al., 2023) challenge the linguistic niche hy-
pothesis and suggest an opposite relationship between morphological complexity
and population size, whereby larger societies actually have more complex mor-
phological systems. Here, we test the underlying assumption that languages with
less complex morphological systems are easier to learn for language models. To
this end, we evaluate to what extent morphological generalization is influenced
by linguistic complexity and population size in a new type of learner: large lan-
guage models (LLMs). Testing cross-linguistic patterns of language learning in
LLMs trained on large amounts of human-generated text is particularly interesting
given recent findings highlighting the similarity between humans and such models
with respect to language learning and processing (Galke et al., 2023; Webb et al.,
2023; Srikant et al., 2022) and to the emergence of syntactic structure within the
model’s learned attention patterns (Manning et al., 2020). While there is little
cross-linguistic work on the morphological knowledge of LLMs in relation to the
degree of morphological structure, some work suggests that LLMs often fail to
generate the correct inflected forms of words that are not present in the train-
ing data, regardless of the size of the training set and the target language (Liu &
Hulden, 2022). As such, it is currently unknown to what extent LLMs can learn to
generalize their morphological knowledge and to what extent their generalization
capabilities are affected by the degree of linguistic complexity in their input.

In our study, we developed a multilingual version of the Wug Test, an artificial
word completion test that is typically used to evaluate the inflectional and deriva-
tional morphological knowledge of children (Berko, 1958), and applied it to the

This paper is distributed under a Creative Commons BY-NC-ND 4.0 license.
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GPT family of large language models (Brown et al., 2020; Ouyang et al., 2022).
We considered six different languages, namely German, Vietnamese, Spanish,
French, Romanian, and Portuguese, which vary in their degree of morphological
complexity and well as the amount of text available for them. For each language,
we first asked GPT-4 to translate the questions from the original Wug Test — trans-
lations that were then evaluated and corrected by native speakers. Then, LLMs
were provided with the translated questions (i.e., a sentence in which the fantasy
word, e.g., 'wug’, represents either a noun or a verb), and were made to respond
with the inflected form (e.g,. plural form, past tense). Since the fantasy words
(very likely) do not exist in the respective training data, the models needed to use
their morphological knowledge of the language in order to be successful. The
models’ answers were then evaluated by native speakers, who judged whether the
generated inflected and derived forms conform to their native language’s morpho-
logical rules (see Additional File for examples).

To connect our results with the linguistic niche hypothesis, we test whether
accuracy was predicted by morphological complexity and training size, taking
into account Ackerman and Malouf (2013) distinction between e-complexity (the
number of rules and irregularities) and i-complexity (how well are morphemes
predicted by their context). E-complexity was measured using Lupyan and Dale
(2010)’s original complexity scores (LNH in the table), and i-complexity was
measured using Bentz et al. (2015)’s lexical diversity score, based on Shannon

entropy (Hgcated)-

Language %train LNH Hcaea Model Correct Unclear Wrong

German 1.68% -12 04648  GPT-3.5 66% 5% 29%
GPT-4 62% 5% 33%
Vietnamese 0.03% -16 -1.2099  GPT-3.5 71% 0% 19%
GPT-4 81% 0% 19%

The table shows the results for German and Vietnamese. We find that while
both GPT-3.5 and GPT-4 were generally capable of generating the correct in-
flected forms for unknown words, they were not always able to inflect them cor-
rectly. Notably, our initial results are promising: Despite German having 50 times
more representation than Vietnamese in GPT-3’s training data (1.67583% com-
pared to 0.03373%), the model scores higher on the less complex (w.r.t. LNH and
Hscalea) Vietnamese morphological system — indicating that less complex mor-
phological systems are learned better by LLMs, even given much less data. Our
findings thus provide a first indication that multilingual LLMs satisfy the underly-
ing assumption of the linguistic niche hypothesis — i.e., that languages with more
complex morphologies are harder to learn.
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Long-distance dependencies between elements are an important aspect of human
language. There is some experimental evidence that animals, including songbirds, are
capable of learning to recognize and generalize dependency patterns in nonlinguistic
auditory or visual sequences. Here we present the results of an experiment following up
on the important work of Gentner et al. (2006) and Abe & Watanabe (2011), who
determined that songbirds were capable of learning to recognize some types of
center-embedded patterns in auditory sequences. We tested the ability of three starlings to
learn to recognize and generalize another type of simple center-embedded pattern, of the
form A-B-A, and we report on one bird’s successful performance. These results, like
those of previous experiments, suggest that the ability of animals to learn particular
dependency patterns shows individual variation.

1. Introduction: Sequence learning by animals and its significance

One of the major debates in language evolution has centered around the question
of whether particular aspects of the language faculty, such as long-distance
dependencies, are unique to human language and cognition. This question of
uniqueness may be addressed by testing the ability of animals to recognize
analogous patterns in nonlinguistic sequences (Fitch & Friederici 2012).
Long-distance dependencies are of particular interest because they are a
prerequisite to recursive center-embedding, i.e. the nesting of one dependency
within another of the same type (Rogers & Pullum 2006, Rohrmeier et al. 2015),
and therefore are related to the vital and controversial issue of recursion (Hauser
et al. 2002). Dependencies in language, e.g. between a subject and a verb, are
determined by meaning, but in nonlinguistic sequences, a dependency may
consist of two identical or similar elements (Gebhart et al. 2009, Dedhe et al.
2023), or a pair of elements that consistently co-occur (de Vries 2008). Two
simple forms of nonlinguistic sequences with long-distance dependencies are the
form A"B" (e.g. AABB, AAABBB), in which the A and B elements can be
analyzed as forming embedded “bracket” pairs, and the form 4B4, in which the
A’s are matched elements and the B a string of one or more different intervening
elements. Some animals, particularly passerine birds, have demonstrated the
ability to recognize and generalize auditory sequences of these types, and even
more complex sequences with multiple center-embedded dependencies. This

This paper is distributed under a Creative Commons BY-NC-ND 4.0 license.
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paper reports on a new experiment concerning the ability of European starlings
to recognize and generalize an auditory pattern of the form ABA. Starlings are
of particular interest because of their complex songs and vocal learning abilities,
and are excellent problem solvers (Audet et al. 2023).

Previous experiments have demonstrated the ability of starlings and other
songbirds, as well as nonhuman primates (Jiang et al. 2018, Ferrigno et al.
2020), to recognize dependency patterns, though the interpretation of the results
is not always clear. Gentner et al. (2006) found that some European starlings
could learn to distinguish sequences of the form A"B" from strings not matching
the pattern (e.g. ABAB, AABBB). However, it is uncertain whether such
sequences are most accurately analyzed as exhibiting center-embedded
dependencies between A and B elements (Rogers and Pullum 2011: 339); they
may also be recognized by a count-and-match process. Therefore, it remains
uncertain whether these results actually demonstrate an ability to track
dependencies between elements. Similarly, Van Heijningen et al. (2009) showed
that zebra finches could learn to recognize A"B" patterns in sequences of motifs
from their songs. However, most of their birds did not succeed at this task, and
further probe tests suggested that the one bird that succeeded was using simpler
processes to solve the task, e.g. the presence of adjacent identical motifs.

In another follow-up to Gentner et al. (2006), Abe and Watanabe (2011)
demonstrated that Bengalese finches were able to learn both simple dependency
patterns and more complex center-embedded patterns. In their first experiment,
the finches were familiarized with auditory sequences that contained a single
long-distance dependency. In a second experiment, the birds were successfully
trained to recognize patterns with multiple center-embedded dependencies, e.g.
ABCBA, ABCDCBA. The birds learned to recognize these sequence types
consistently, distinguish them from other sequence types, and generalize to new
sequences following the same patterns. However, Beckers et al. (2012) argued
that the finches could have accomplished the task in the second experiment by
memorizing substrings, rather than generalizing the abstract center-embedded
pattern. Still, the results of Abe & Watanabe’s (2011) prior experiment, in which
birds recognized long-distance dependencies, are robust and intriguing, since
these single dependencies are a necessary precondition for deeper
center-embedding patterns. Here, we report on an auditory task with starlings
which tested their ability to recognize A-B-A patterns.

2. The current experiment

The present experiment attempted to test whether European starlings could learn
to distinguish simple dependency patterns of the A-B-A form from patterns with
the same elements in a different order (A-A-B). These patterns unambiguously
display center-embedding, i.e. a B element between two matching A’s, but they
may also be amenable to other forms of pattern recognition, e.g. the presence or
absence of adjacent identical elements. Once a bird had learned to classify
multiple sequences following this pattern, we used probe stimuli to determine
whether it was truly generalizing the A-B-A pattern or using other cues.
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2.1. Methods

2.1.1. Subjects and stimuli

Data were collected from three wild-caught adult starlings. All stimuli were
artificially concatenated sequences of 3 or 4 motifs from recorded starling songs
(as in Gentner et al. 2006), each 800-1000ms long, separated by 200ms silences.
In the first phase of the task, the bird was trained to distinguish two specific
sequences of motifs: A-B-A and A-A-B, i.e. a sequence with a non-adjacent
dependency between the two identical elements, and one in which those
elements were adjacent. Subsequent phases added new training strings; the types
of stimuli used at each phase, and the subjects’ performance, are detailed below.

2.1.2. Experimental setup and trials

Each bird was housed individually in an acoustically isolated operant
conditioning chamber, with a feeding apparatus activated by performing trials.
The bird was able to initiate trials at any time by inserting its beak into the
central peck-port. After doing this, the bird heard a stimulus and was required to
respond within a two-second window. The stimuli were coded as either go-right
or go-left, and pecking the correct port for a given stimulus type resulted in a
food reward. Test trials added in the testing phases (see Section 2.2) were
initiated the same way as normal trials, i.e. by the bird pecking the central port.
These trials employed random reinforcement: whether the bird’s response was
correct or incorrect, a reward would be given 50% of the time. A session (used
to measure the birds’ performance over time) was defined as a block of 100
normal trials, plus 100 test trials in the testing phases; all stimuli were presented
in random order. Performance in a session was measured as percentage of
correct responses on all normal trials, disregarding trials in which the bird did
not respond within two seconds. Performance on test trials was analyzed
separately and compared to normal trial performance, as discussed below.

2.2. Results by phase
2.2.1 Training 1-2: ABA and AAB strings

In the first training phase (Training 1), the bird was trained to distinguish two
strings using the trial structure detailed above: ABA (go left) and AAB (go
right). Once the bird was performing stably above chance (10 consecutive
sessions above 65%) on these two strings, the additional sequences BAB and
BBA were introduced to the set of stimuli (Training 2). Once performance was
stable above chance (20 sessions above 65%) on all four strings, the first testing
phase began. Table 1 lists the training and testing phases, and the strings
introduced in each phase. The strings introduced in subsequent phases, and the
bird’s performance, are described in following subsections.
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Two of the three subjects, Birds 1 and 3, were not successful on the
first phase of the task; i.e. performance on the first four trained strings was not
significantly greater than chance after 300 sessions. However, Bird 2 displayed
above-chance performance at 200 sessions and was therefore advanced to the

testing phases. From here on we will track the performance of Bird 2.

Table 1: Training and test stimuli for each phase of task

Phase Left Right

Training 1 ABA AAB

Training2  ABA BAB AAB BBA

Testing 1 ABA BAB + AAB BBA +
CDC DCD CCD DDC

Training 3 ABA BAB CDC DCD AAB BBA CCD DDC

Testing 2 ABA BAB CDC DCD + AAB BBA CCD DDC +
EFE FEF EEF FFE

Training4 ~ ABA BAB CDC DCD EFE FEF AAB BBA CCD DDC EEF FFE

Testing 3 ABA BAB CDC DCD EFE FEF +  AAB BBA CCD DDC EEF FFE +
ABBA CBBC ABBC CBBA

Testing 4 ABA BAB CDC DCD EFE FEF+  AAB BBA CCD DDC EEF FFE
AAA BBB CCC DDD EEE FFF

Testing 5 ABA BAB CDC DCD EFE FEF AAB BBA CCD DDC EEF FFE +

ABC DEF

2.2.2 Testing 1-2 and Training 3-4: Generalization of the ABA/AAB pattern

In testing phases 1 and 2, two successive sets of test strings were introduced
which followed the same ABA/AAB pattern but with new motifs (see Table 1).
In each test phase, the new test strings were randomly reinforced (as defined in
Section 2.1.2), in order to evaluate whether the bird was generalizing the pattern
it had learned to new strings. In the following training phases (3 and 4), the test
strings for the prior test phase were reinforced. When performance on all
training strings was stably above chance (at least 10 sessions above 65%), the
next test phase commenced, and so on. In contrast to the 200 sessions it took to
learn the original pattern, Bird 2 immediately generalized to new strings within
the ABA/AAB paradigm, i.e. in each test stage, performance on the introduced
test strings was significantly above chance (i.e. 65% or higher for 10 sessions)
and did not differ significantly from performance on previously learned strings
(Testing 1: t(52) = 1.36, p = 0.178; Testing 2: t(9) =0.861, p=0.41). Once the
bird’s performance was stable on all these strings, we moved on to testing two
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hypotheses for which criteria it was using. While persistent correct performance
might be taken to indicate learning and generalization of a simple ABA
embedded pattern, this is not the only possibility. Correct performance on the 12
learned strings could be accounted for by an alternative rule: recognition of
strings containing an adjacent pair of identical motifs (e.g. BB). We tested these
two hypotheses with three sets of test strings that fulfilled both criteria, or
neither, in order to infer what criterion the bird was using to classify strings.

2.2.3. Testing 3: Disambiguating the learned pattern

This stage was intended to disambiguate which of two strategies the bird might
have successfully used to classify the twelve trained strings, using four test
strings that all contained two adjacent identical motifs: ABBA, CBBC, ABBC,
and CBBA. Consistently classifying ABBA and CBBC as go-left, and the others
as go-right, would mean that the bird was generalizing the first/last match rule.
Conversely, going right on all strings containing a doubled motif would produce
a pattern of largely “correct” performance on non-match strings and poor
performance on the others; e.g. ABBA would be classified incorrectly as
go-right while ABBC would be correctly placed in the same category.
Performance on these stimuli, however, was around chance and did not
consistently show either pattern. The bird’s performance on these four strings
was significantly lower than performance on the twelve learned strings at the
time (t(49) = 2.37, p = 0.02). Neither of the hypothesized patterns (go left for
first-last match, or go right for two adjacent identical motifs) clearly emerged for
individual strings. The subsequent phases attempted to clarify further which
strategy the bird was using.

2.2.4. Testing 4: Strings that fit both criteria

The intention of Testing 4 was to further clarify whether the bird was classifying
strings by one of the two alternative strategies discussed previously. This was
performed with strings that fit both criteria: three adjacent identical motifs, e.g.
AAA, BBB. If the bird was using the first-last match criterion, AAA-type
strings would be classified as go-left; if its criterion was two adjacent identical
motifs, they would be classified as go-right. No significant difference was
observed between performance on AAA-type strings and the learned ABA/AAB
stimuli (t(18) = 0.17, p = .86). Over 10 sessions with these test strings, the bird
tended toward going left at above chance rates, suggesting it was in fact
generalizing the intended pattern.

2.2.4. Testing 5: Strings that fit neither criterion

While the bird’s classification of AAA-type strings suggested it was successfully
generalizing the first-last-match pattern, we probed it further using strings that
exemplified neither pattern: strings like ABC with no repeat elements. If the bird
was classifying strings based on first-last match, it would be expected to
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categorize these strings as not representing this pattern (i.e. go right); on the
other hand, if it was classifying strings based on adjacent identical elements, it
would place them in the same category as the first-last match strings (i.e. left).
In this case, the bird preferred to go left on these strings (t (19) = 6.7, p < 0.001).
This suggests it may have been classifying them based on the absence of two
adjacent identical elements, a feature for which it had been previously trained to
go right. Alternatively, it may have been uncertain how to respond to these
strings, as it had not previously heard any stimuli with no repeated elements.

2.3. Discussion and conclusion

Our results with the successful bird contribute to the evidence that avians can
learn to recognize dependency patterns in auditory sequences. Once this bird
learned the pattern exemplified by the initial four sequences (ABA / BAB vs.
AAB / BBA), it immediately generalized to new sequences exemplifying the
same patterns with different elements, demonstrating that it had not merely
memorized the sequences it was first trained on but learned the relevant pattern.

However, the results of the later test phases are not entirely clear as to
whether the successful bird was relying on a strategy involving dependencies
rather than a more “local” strategy, i.e. listening for adjacent identical motifs. In
the case of the strings ABBA and CBBC, and their non-match counterparts, the
bird’s performance did not show a very clear tendency toward classifying strings
based either on two adjacent identical motifs, or on a match between first and
last motif. The results from AAA-type strings were clear: the bird classified
these as go-left, implying it had generalized the first-last pattern rather than the
two adjacent motifs pattern, although they could also have been classified as
go-right based on the presence of two adjacent identical motifs. Strings with
three different motifs, e.g. ABC, were predominantly classified as go-left,
suggesting a tendency to go right on strings with two adjacent identical motifs,
and left otherwise. The bird may have been attentive to both patterns as criteria
for classifying strings because it had been very extensively trained to distinguish
ABA and AAB patterns, and may have had difficulty with the ABC-type strings
because it had not previously been exposed to stimuli with no repeats. In
general, however, the bird’s responses on test strings suggest a correct
generalization of the first-last-match pattern.

As in previous animal sequence-learning studies (e.g. Gentner et al. 2006,
Van Heijningen et al. 2009, Jiang et al. 2018, Ferrigno et al. 2020, Liao et al.
2022), not all of the animal participants were equally successful at the basic
task. In this case only one bird learned the pattern. Two birds out of the three
initially tested did not achieve consistently higher than chance performance on
the first four strings (ABA/BAB and AAB/BBA) after around 300 sessions. The
bird that did succeed learned to generalize this pattern after extensive training.
These results suggest that among starlings, as among other nonhuman species,
ability on center-embedding pattern recognition tasks can vary greatly across
individuals. This may reflect different aptitudes for particular patterns, or other
cognitive factors.
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1. Introduction

Biological and cultural evolution both play a role in understanding evolution of
language, but their interaction is complicated by their great difference in speed
(Kirby & Hurford, 1997). This has led to debate on what could have evolved bi-
ologically (Baronchelli et al., 2013; Christiansen & Chater, 2008; De Boer &
Thompson, 2018) with many of the arguments based on computational and math-
ematical analyses. However, no formal model to predict the speed of cultural evo-
lution appears to exist. Here, we provide a mathematical tool to help understand
how and when cultural evolution operates more quickly than biological evolution.
The speed of biological evolution can be quantified mathematically by equations
based on diffusion (Kimura, 1980), and these have been applied to language evo-
lution (e. g. De Boer et al., 2020). For cultural evolution the must be modified,
because it can occur in social networks with a heavy-tailed neighborhood distri-
bution: some individuals are disproportionally influential (Amaral et al., 2000;
Onnela et al., 2007). This means that the ordinary diffusion equations used in
biology become fractional diffusion equations (Metzler & Klafter, 2000)

2. Method and Result

In analogy to biological evolution, a fixed-size population (that does not change
biologically) is modeled where two cultural variants compete. Conditional fixa-
tion time Y (the number of interactions for a variant to take over the population,
when it does so) then follows the following fractional differential equation:

=[5 =) +p( = D) DEIR)
N n

a s
—tan—-- (p*(1 = p) = p(1 = P))FDFIP)] = —p
with boundary conditions 9(0) = 9(1) = 0. The fixation time in absolute time
(generations, not interactions) is then t(p) = 9(p)/(p - N). N is the population
size, p the proportion of the variant at the start, 1 < a < 2 is the parameter of the
power law distribution that determines the heavy-tailedness of the neighborhood

This paper is distributed under a Creative Commons BY-NC-ND 4.0 license.
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Figure 1. Fixation times (in arbitrary units of time) for culturally evolving populations with
N=100 on social networks with differently distributed neighborhood sizes. Red lines represent
solutions of the diffusion equation, and dots represent direct simulation. The leftmost graph
corresponds to the most heavy-tailed distribution, while the rightmost graph corresponds to
normally distributed neighborhood sizes (biological evolution). Vertical scales have different
ranges to highlight the differences in curve shape.

distribution (the lower «, the more heavy-tailed) and c is a constant that depends
on the precise shape of the neighborhood distribution. The operators z,D5 and
DY are fractional derivatives that generalize the second and first derivative, re-
spectively (Herrmann, 2014, eqs 5.71 and 5.80). The first line of eq. 1 behaves
similarly to ordinary diffusion (as in biological evolution). The second line intro-
duces a drift away from the middle, which speeds up fixation.

Results of solving this equation and of directly simulating the evolutionary pro-
cess are shown in Fig. 1. The correspondence between the model and the simula-
tions is not perfect, but the diffusion model is a reasonable approximation. Im-
portantly, fixation time is faster on the more heavy-tailed social networks, and
because the curves are initially flatter, fixation time is less dependent on the initial
prevalence of a culturally transmitted item in these cases.

3. Discussion and conclusion

Equation (1) has to the best of our knowledge not been described before, although
similar systems have been studied (Carro et al., 2016). It allows us to estimate the
time it takes for culture — formed by a population of agents interacting in a social
network — to change; in the context of language evolution for instance for linguis-
tic innovations to spread. The equation allows us to link properties of the social
network (its size and the heavy-tailedness of its neighborhood distribution) and
the initial frequency of a variant to the time it takes for this variant to spread. At
the moment, the equation can only model drift, not selection (cultural variants do
not differ in fitness), but the results from Fig. 1 suggest that even in this case
cultural changes can spread rapidly, and their spread depends less strongly on
their initial prevalence than in biological evolution. The form of the equation al-
lows us to link it with the rich existing literature on fractional diffusion (Metzler
& Klafter, 2000). Much remains to be done: extending the equation to differences
in fitness, for instance, but also determining realistic values for a. Literature on
modern social networks exists (Onnela et al., 2007), but it is an open question
whether (pre-)historic cultural networks had the same structure.
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Both vocal learning and the human self-domestication hypothesis have been
posited as relevant phenotypes for explaining language emergence in our species.
Vocal learning (VL; i.e., the ability to learn new vocalizations or modify existing
ones based on auditory experience) is a prerequisite for human speech acquisition
and development, potentially providing insights into the biological underpinnings
of language (Jarvis, 2019; Vernes et al., 2021). Until now, VL traits have been
observed in groups of birds (parrots, songbirds, and hummingbirds) and mammals
(humans, bats, elephants, cetaceans, and pinnipeds) (Petkov & Jarvis, 2012), with
limited evidence found in non-human primates like marmosets (Takahashi et al.,
2017). Self-domestication (SD; i.e., selective pressures against aggression and in
favor of prosociality that give rise to a set of cognitive, behavioral, and
physiological traits collectively known as the domestication syndrome) was
recently invoked to potentially provide insights into language evolution through
a cultural mechanism (Hare, 2017; Thomas & Kirby, 2018; Benitez-Burraco &
Progovac, 2020; Raviv & Kirby, 2023). To date, SD has only been found in a
narrow set of species (humans, bonobos, elephants, and perhaps marmosets; Hare,
2017; Ghazanfar et al., 2020; Raviv et al., 2023).

This paper is distributed under a Creative Commons BY-NC-ND 4.0 license.
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Both VL and SD are associated with two relevant traits that have been linked to
language emergence. Specifically, despite variability in VL capacities (Vernes et
al., 2021), vocal learners possess an improved vocal ability to share information
with others (Nowicki & Searcy, 2014), helping them to better modulate social
interactions. Similarly, despite variability in SD traits (Sanchez-Villagra et al.,
2016), domesticated species show reduced aggression and increased prosocial
behaviors, supporting more complex community ties (Burkart et al., 2018; Raviv
et al., 2019; Dunbar, 1993). Interestingly, some domesticated species also show
increased vocal complexity compared to their wild conspecifics, including
Bengalese finches (Okanoya, 2017) and certain mammals (cats: Nicastro, 2004;
dogs: Feddersen-Petersen, 2000; foxes: Gogoleva et al., 2011; cavies: Monticelli
& Ades, 2011). This increase in vocal complexity may be due to altered stress
responses as animals become tame, consequently leading to changes in
dopaminergic activity in neural circuits crucial for VL (O’Rourke et al., 2021).

Could there be a link between these phenotypes? For example, do VL species also
show a large number of SD traits? Given the potential link between the two
phenotypes, we predict that some characteristic domestication traits, such as
increased social tolerance, will be found across vocal learners. Testing to what
extent these two phenotypes may overlap can improve our understanding of
human language evolution, and help identify which non-human animal models
are most useful for comparative language evolution studies.

Here, we conducted an exploratory cross-species comparison of SD traits in vocal
learners. We focused this study on six VL mammals (elephants, bats, dolphins,
whales, seals, and marmosets), of which only elephants have been the subject of
previous SD research (Raviv et al., 2023). We looked at more than 20 behavioral
and biological SD traits derived from previous work (e.g., Shilton et al, 2020).
Besides elephants, our analysis did not reveal clear morphological SD traits in our
studied species. For example, we did not observe a morphological reduction in
the size of the skull, face, and jaw, which is typical to domesticated species, likely
due to ecological differences related to feeding and habitat preferences (e.g.,
terrestrial vs. aquatic). Nevertheless, preliminary results show that the most
crucial behavioral traits of SD (i.e., prosociality, exploratory behavior, and play)
are shared across the VL mammals we investigated. This finding underscores the
idea that, when taken together, these traits may be linked to the evolution of
language, possibly through a shared mechanism. In future work, we plan to extend
our comparisons to birds and include a control species.
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In this paper, we investigate the rate of change of different person-number subject markers. We
perform a cross-linguistic study on the dissimilarity between proto and modern forms, showing
that 3SG is the most conservative subject marker across languages. We discuss the mechanisms
that could explain this diachronic pattern, such as frequency of use, markedness, and attractor
lengths. Our exploratory analysis highlights how existing linguistic datasets can be used to
study new research questions.

1. Introduction

Many languages mark the person and number of the subject by means of a bound
morpheme on the verb (Siewierska, 2013; e.g., walk-s, with -s marking the third
person singular). These verbal person-number subject markers are known to
change over time, with certain diachronic changes in paradigms of subject markers
being more probable than others (Cysouw, 2001); for instance, the form for 3SG
is more likely to extend to other persons than vice versa (Baerman, 2005). But it
is less well studied whether there is a difference in the rate of change across the
different person-number combinations. Are certain subject markers more prone
to change than others? This is the question we set out to investigate in this paper.

We perform an exploratory quantitative study of rates of change for six differ-
ent person-number combinations — first, second, and third person, each in singular
and plural — in a sample of 310 languages (SerZant & Moroz, 2022, data publi-
cation: Serzant, 2021). We find that 3SG is the most conservative subject marker
across languages. We then discuss these findings in light of possible factors that
may be responsible for this pattern. We suggest that, in line with previous work
(Pagel, Atkinson, & Meade, 2007; Hoekstra & Versloot, 2019), our data hint at an
important role for frequency in the rate of change of subject markers, as it could
plausibly be the driving factor in the pattern we observe, while also relating to
other possible explanations such as markedness and attractor lengths.

This paper is distributed under a Creative Commons BY-NC-ND 4.0 license.
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2. Method

Our sample of 310 modern languages associated with 15 proto-languages con-
stitutes a subset of data! from Serzant (2021) who created a sample of subject
markers in 383 languages from 53 families, as well as the reconstructed forms
in their respective proto-languages, for six grammatical persons: 1SG, 2SG, 3SG,
1PL, 2PL, 3PL.” We calculate the Levenshtein distance (Heeringa, 2004) between
proto and modern forms.> We use this degree of dissimilarity between proto and
modern forms as a proxy for rate of change, i.e., amount of change over time
period. Given the uncertainties regarding the estimation of the age of language
families (Maurits, de Heer, Honkola, Dunn, & Vesakoski, 2020), our approach is
agnostic with respect to the potentially different ages of the language families and
proto-languages.*

The results of our distance calculation depend on the reconstructions of proto-
forms, about which there is not always a consensus or which might represent an
abstraction. Therefore, when comparing proto to modern forms, we do not assume
that these comparisons necessarily represent concrete changes with historical re-
ality. Rather, we aim to search for a general signal of cross-linguistic differences
between subject markers. Moreover, reconstructed proto-forms generally give an
underestimation of change, as traits of the proto-language not preserved in the
daughter languages are not included in the reconstructed form (Campbell, 2013,
p. 144). Despite these remaining uncertainties, we think this comparison be-
tween proto-forms and modern forms can serve as a fruitful first exploration of our
research question, sketching an approach to explore an existing cross-linguistic
dataset to find evidence for a novel linguistic question (cf. Ladd, Roberts, &
Dediu, 2015).

We analyse the data using a mixed linear model (details in SI). The Leven-
shtein distance constitutes the response variable and person and number serve as

'All code of this paper can be found in https://zenodo.org/doi/10.5281/
zenodo.10722183 and the GitHub repository https://github.com/peterdekker/
changesubjectmarkers. The Supplementary Information of this paper contains additional in-
formation on the technical details of the applied method.

2The dataset does not report forms that show a contrast in terms of clusivity, nor dual or paucal
subject markers.

3For this exploratory analysis, we calculate the distance between orthographic forms as reported in
the dataset. A more fine-grained analysis could be conducted in the future by using phonetic forms or
even taking into account phonetic features (cf. List, 2012; Mortensen et al., 2016).

4 Assuming that any specific age would apply in the same way to all person markers of a given
language, we propose that family age can be neglected in our analysis. Also, Rama and Wichmann
(2020, Table 6) show that family ages are in the same order of magnitude, for a sample overlapping
ours. Moreover, in general the age of proto-languages is bounded by the time depth of reconstruction
of the comparative method: maximum 6,000-10,000 years (Campbell, 2013, p. 341). For a more
precise treatment of proto-language age, one could include a phylogenetic model in the analysis (e.g.
Hahn & Xu, 2022).
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predictors, with an interaction between person and number. We use clade as a
random effect, because data points from languages in the same clade in a family
should be treated as not fully independent, even more so because the Levenshtein
distances are calculated with respect to the same proto-language. This random ef-
fect also partially addresses the potentially different ages of proto-languages. We
report normalised and unnormalised Levenshtein distance. Unnormalised Leven-
shtein distance corresponds to a theory of a fixed rate of change per form: every
timestep, there is a certain probability that 1 segment in the form will change.
Whatever the length of the form, a change of 1 segment gives a Levenshtein dis-
tance of 1. On the other hand, normalised Levenshtein distance (distance divided
by the length of the longest form), is based on a theory of a fixed rate of change
per phoneme in a language. This assumes regular sound change, where a certain
segment is substituted by another segment in all the forms in the language. For ex-
ample, if in a language, the words ab and abab have changed to ac and acac, due to
the regular sound change b — c¢, both receive a normalised distance 0.5, assigning
the same score to forms affected by the same process of change. In this way, nor-
malisation accounts for the fact that long forms have a higher chance of contain-
ing phonemes subject to regular sound change. Normalised Levenshtein distance
is commonly used in phylogenetic reconstruction of language families (Serva &
Petroni, 2008), which depends to a large extent on regular sound changes. For our
purposes, to identify the rate of change per person marker, agnostic of the pro-
cesses of change that are involved, we believe unnormalised Levenshtein distance
is most suitable. However, we also report normalised Levenshtein distance for
comparison.

3. Results

The predictions of the mixed linear model are shown in Figure 1. In the unnor-
malised model (Figure 1a), 3SG is the most conservative, while 2PL and 3PL are
most innovative. Overall, singular forms are, on average, more conservative than
their plural counterparts. The normalised (Figure 1b) model also shows 3SG as
most conservative, while the difference between singular and plural can no longer
be observed for first and second person. In sum, the most robust finding across
both models is that 3SG is the most conservative among the six subject markers.
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Mixed model Levenshtein distance proto and modern length Mixed model normalised Levenshtein distance proto and modern length

X
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Levenshtein distance
Levenshein distance

person o ' person
(a) Unnormalised Levenshtein distance (b) Normalised Levenshtein distance

Figure 1.: Predictions and 95% confidence intervals of a mixed linear model, with Levenshtein distance
predicted from person and number (interaction), with clade as random effect. Higher values signify
higher rates of change.

4. Discussion

We now turn to some possible explanations for our finding that in our analysis
3SG is the most conservative subject marker across languages. One factor that
could arguably lead to this pattern is frequency of use, which has been shown
to influence language change in at least two ways (Bybee & Thompson, 1997;
Diessel, 2007, pp. 117-123; Hoekstra & Versloot, 2019): a conserving effect on
morphology and a reducing effect on phonetics (Hinskens, 2011, p. 442). Both
types of frequency effects are relevant for 3SG subject markers, as these tend to
be both more conservative (our study) and shorter (SerZant & Moroz, 2022) than
other subject markers.

Let us first turn to the conserving effect of frequency, based on the observa-
tion that high frequency of use reinforces the representation of a form, thereby
preventing high-frequency irregular forms from becoming regularised (Diessel,
2007). Our finding that 3SG is the most conservative subject marker is consis-
tent with this conserving effect of frequency, as there is evidence that in spoken
language 3SG is the most frequent type of subject (e.g., Bybee, 1985, p. 71 on
Spanish; Scheibman, 2001, p. 68, on American English; Serzant & Moroz, 2022,
pp. 57, on Russian).

Regarding the second, reducing effect of frequency, it is also consistent with
the rates of changes for the different persons presented in section 3: specifically
the unnormalised model shows some parallels to the attractor lengths for the dif-
ferent persons reported in SerZant and Moroz (2022, Figure 2), which were cal-
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culated on the basis of the same dataset.” Serzant and Moroz (2022) attribute the
different attractor lengths to the reducing effect of frequency, with 3SG having the
shortest attractor length.

The most extreme case of this is zero marking, which is cross-linguistically
more common for 3SG than for other persons (Cysouw, 2001, pp. 53-58;
Bickel, Witzlack-Makarevich, Zakharko, & Iemmolo, 2015, pp. 47-48). More-
over, proto-forms reconstructed as zero seem to be relatively conservative in our
dataset.® Again, this is consistent with the finding that 3SG zero is more common
in some families than others, i.e. that it is to some extent a genealogical phe-
nomenon (see summary in Cysouw, 2001, pp. 53-58). A possible explanation
for this conservative behaviour of 3SG zero in particular, at least in some cases,
could be that some linguistic systems depend on 3SG to be zero-marked, such as in
omnipredicative languages where all open lexical classes are basically predicates
(Launey, 2004) — see Cristofaro (2021) for further possible factors that may lead
to the non-development of a marker for 3SG. So possibly, the conservative nature
of 3SG zero forms in combination with the generally low potential for change due
to its short attractor length could explain our results instead of or in addition to
frequency, although these factors relate to frequency.

Another factor that may have an influence on the rate of change in person
markers is markedness. In a feature-based description of subject markers, it is
generally assumed that the first and second person are more marked than the third
person, as the latter does not exhibit the features of being a speech act participant
and of being the author of the utterance (Buchler & Freeze, 1966, p. 81; Buchler,
1967, p. 42; Nevins, 2007). Furthermore, plural is more marked than singular
(Cysouw, 2007, p. 6), which results in the lowest markedness for 3SG. In general,
frequency and markedness go hand in hand, with marked forms also being less
frequent (Bybee, 2010). Baerman (2005) suggests that markedness may explain
the cross-linguistic tendency for it to be more likely that other persons (notably
1/25G) take over the form of 3SG than vice versa. As the least marked and hence
"default’ form, 3SG is more likely to extend to other persons. This is consistent
with our finding that 3SG is the most conservative marker, as in this scenario, 3SG
remains unchanged.

There are further aspects that will be necessary to integrate in a full inves-
tigation of rate of change in subject markers. For instance, it is clear that social
dynamics impact on the rate of change of linguistic items, such as community size
(Nettle, 1999). In addition, Cristofaro (2021) emphasises that in diachronic typol-

SHowever, our results for rate of change are not just an artefact of the lengths of the markers, as
the normalised model (Figure 1b), where length of the person markers has largely been removed as
a factor, still partially follows the patterns of the attractor lengths from SerZant and Moroz (2022), at
least for the singular forms.

%For 3SG, in 82 out of 132 cases where the proto-form is zero, we observe a modern form that is
also zero (62%).



114

ogy, it is important to take the different diachronic paths into account that can lead
to a typological pattern. For our research question, this means that we should not
only look at the overall rate of change of person markers, but also at the different
diachronic paths that lead to more conservative 3SG. Moreover, it is necessary to
tease apart frequency effects on rate of change from those on typologically pre-
ferred patterns. Cathcart, Herce, and Bickel (2022) present a study that suggests
that frequency, rather than impacting on the rate of change, has an influence on
long-term preferences, where more frequent lemmata in Romance languages are
more likely to exhibit a stem alternation than less frequent ones. However, no
influence of lemma frequency on rate of change was observed.

Finally, the role of processing in the change of subject markers and in language
change in general will be a promising avenue for future investigation (see Bambini
et al., 2021). There is some pioneering research on the effect of markedness in
person agreement on online processing. In an ERP experiment, Alemédn Bafién
and Rothman (2019) find that in agreement mismatches in Spanish, there is a
stronger P600 effect’” when a 1SG subject is used with a mismatching 3G verb,
than in cases where a 3SG subject is combined with a mismatching 1SG verb. Such
findings are highly relevant for investigating cases where the form of one person
marker extends to other persons, but also for tendencies regarding rate of change
across different person markers in general. Integrating the different strands of
evidence will be an intriguing topic for future research.

5. Conclusion

In this paper, we showed an exploratory approach of using an existing linguistic
dataset for a new research question. We found that 3SG is the most conservative
subject marker and argued that frequency of use and, relatedly, markedness seem
to be important factors influencing the rate of change of person markers. We
would furthermore like to highlight the correlation with proposed cross-linguistic
attractor lengths of different persons and the presence of zero markers. Further
research will be necessary to tease these factors apart.
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Humans are capable of generalising linguistic rules, e.g. by applying already
acquired morphological patterns to unseen words (i.e. Prasada & Pinker, 1993;
Krott, Baayen, & Schreuder, 2001). Inflection classes, groups of words that are
inflected in the same way, help language users to deduce unseen word forms based
on the patterns characteristic to the class (Milin, Filipovi¢ Durdevié, & Moscoso
Del Prado Martin, 2009; Verissimo & Clahsen, 2014). Through this function in
language processing, inflection classes can play a role in language change: inflec-
tion classes can attract new words to them (Round et al., 2022) and have been
shown to become more distinct from one another over time (Enger, 2014). Any
diachronic simulation of emergence or evolution of inflection classes needs a com-
ponent for their acquisition on the individual level. In this study we investigate the
role of generalisation in the individual learning task, with the ultimate goal of ex-
tending this to a diachronic model. We perform unsupervised inflection class clus-
tering (cf. Guzman Naranjo, 2020; LeFevre, Elsner, & Sims, 2021; Beniamine,
Bonami, & Sagot, 2018 for related approaches) to investigate under which lev-
els of generalisation a computer model is able to cluster verb paradigms together
into inflection classes and which representations it learns. As a model, we use
Adaptive Resonance Theory 1 (ART1) (Carpenter, 1987), a cognitively inspired
neural network of category learning with one parameter, vigilance, controlling the
degree of generalisation. The model learns in an online fashion, simulating the
fact that a learner incrementally encounters data (Ackerman, Blevins, & Malouf,
2009; Blevins, Milin, & Ramscar, 2017). If the vigilance parameter is low, a new
input sample is more likely to be added to an existing category, while if it is high,
it is more likely that a new category will be created. The top-down weights in
this two-layer network directly represent the features a certain category attends to,
which provides interpretability of the learned representations (Grossberg, 2020)

We used the Latin present tense portion' of the Romance Verbal Inflection

In Latin, inflection classes determine the inflection in the present tense and other tenses based on
the present stem, but not in some other tenses like perfect (Pellegrini, 2019).
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dataset (Beniamine, Maiden, & Round, 2020), which consists of phonetic forms of
different paradigm cells for different verbs, as well as to which inflection classes
these belong. We represent the data as trigrams, omitting temporal ordering of
segments. As inputs to ART1 are binary vectors, we only register presence or
absence of features. To combine the trigrams of all forms (1SG, 2SG, ... 3PL) for a
verb (e.g. stare ‘to stand’) into one representation, we take the set of trigrams over
the whole paradigm (i.e. presence of a trigram occurring in multiple forms is only
registered once). 229 verbs (consisting of 971 trigram features) are run through
the model two times. Figure 1a shows the classification accuracy for different vig-
ilance values, evaluated using Adjusted Rand Index, a similarity measure between
the inferred classification and the attested inflection classes. The model learns the
inflection classes almost perfectly for a vigilance value of 0.25: this shows that
a relatively high degree of generalisation (lower vigilance) is needed to obtain a
good clustering. Analysis of the clustering of the best-performing model (Figure
1b) shows that the clusters roughly follow the real inflection classes in Latin, with
the two first clusters perfectly matching with inflection classes III and I.

We conclude that ART1 is able to incrementally learn feature sets for groups of
verb paradigms, that match well with known inflection classes for Latin. We find
a narrow region of low vigilance parameter values (high generalisation) where
the match is the best. An interesting next step would be to study evolution of
inflection classes in an agent-based setting, where ART1 serves as an acquisition
model for each agent. This setup would need an additional production model for
transmitting word forms to other agents (cf. Hare & Elman, 1995; Cotterell, Kirov,
Hulden, & Eisner, 2018; Parker, Reynolds, & Sims, 2018; Round et al., 2022 for
agent-based models of inflection generation). If the agents would be initialised
with word forms without a developed inflection class system, such experiments
could also be used to study emergence of inflection classes.
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Figure 1.: Results ART1 on Latin present tense (trigram, set representation).
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High-Level Mindreading (HLM), a type of controlled and reflective mentalizing
activity, has been argued to be one of the core cognitive abilities underlying
language (e.g.; Scott-Phillips, 2014; Wilson & Sperber, 2006). Most accounts of
the evolutionary emergence of HLM in early humans put it in the context of
cooperatively working towards common goals. Relatively less attention has been
given to more competitive scenarios that assign greater prominence to the
elements of rivalry between individuals (Tomasello, 2018; Witteveen, 2021).
Here, we look at the latter aspect, arguing for its greater than currently appreciated
relevance to the evolution of HLM. Specifically, we claim that:

- evolutionarily, HLM may derive not only from pressures on (i) optimising
communicative relevance in the service of making cooperation effective, but also
pressures on (ii) epistemic vigilance in the service of making cooperation stable;
- the relative importance of optimising relevance vs epistemic vigilance depends
on a single predictive factor, i.e. the degree of alignment of interests between
individuals. Highly aligned interests promote cooperating effectively, whereas a
degree of conflict of interests promotes being epistemically vigilant so as to
minimise the risk of deception and defection. In short, optimizing relevance
improves coordination skills useful for cooperation, while epistemic vigilance
creates a cognitive defense against attempts at deception.

It is widely agreed that the physical and social ecology of early humans
involved a variety of contexts in which collaborative interactions were essential
for one's fitness (such as big game hunting or cooperative breeding). Most
accounts (Tomasello, 2018; Witteveen, 2021) highlight the benefits of
cooperation and the need to evaluate the competence of the potential collaborators
and the ways of efficiently coordinating joint action, which puts high demands on
the cognitive skills related to the understanding of the mental states of others. This
is indeed the case where the interests of group members are closely aligned.
However, individuals in a group always tend to have partly conflicting interests,
because they compete for the same limited resources, such as food, safety, or high-
quality mates. Proportional to the degree of conflict of interest is the risk of
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defection and deception in communication, which in turn puts high demands on
being able to accurately determine the trustworthiness and reliability of a potential
partner.

We consider here the theoretical framework proposed by Heintz and Scott-
Phillips (2023), in which relevance optimization, ostensive communication and
epistemic vigilance (EV) played a crucial role in the evolution of human
communication and language. Mentalizing abilities (i.e. theory of mind) are the
evolutionary outcome of a process in which understanding others’ communicative
and informative intentions was an obligatory path to have open-ended, highly
flexible and context-dependent, indefinitely recursive and voluntary
communication (Scott-Phillips & Heintz, 2023).

We would like to complement this account by stating, as signalled above, that
the degree of alignment of interests predicts two different evolutionary scenarios.
In situations of high alignment of interests, i.e. mutualistic or near-mutualistic
interactions where the risk and/or costs of partner defection are relatively small,
it is more important to maximise the benefits of cooperative interaction. Such
scenarios prioritise coordination and optimising relevance over being
epistemically vigilant. Conversely, when the alignment of interests is smaller, and
the risk of deception or partner defection is higher, it is more important to
minimise those risks; this prioritises epistemic vigilance over relevance-
optimisation. Importantly, the two paths are not mutually exclusive, and in fact
both rest on the importance of cooperation, but bring to the forefront different
aspects of cooperation subserved by different cognitive mechanisms: the
effectiveness of cooperation (aided by relevance optimisation) vs the stability of
cooperation (aided by epistemic vigilance).

What is the possible contribution of these two aspects of cognition to the
origin of human communication? In a scenario without relevance optimization,
there would not have been a bias that would have led to the origin of increasingly
sophisticated communicative interactions; in a scenario without epistemic
vigilance, the tools to deal with attempts at deception and manipulation made
possible by a greater push for communication would have been lacking: language
would never have appeared.



124

References

Heintz, C., & Scott-Phillips, T. (2023). Expression unleashed: The evolutionary
and cognitive foundations of human communication. Behavioral and brain
sciences, 46, el.

Scott-Phillips, T. (2014). Speaking our minds: Why human communication is
different, and how language evolved to make it special. Bloomsbury
Publishing.

Scott-Phillips, T., & Heintz, C. (2023). Animal communication in linguistic and
cognitive perspective. Annual Review of Linguistics, 9, 93-111.

Tomasello, M. (2018). A natural history of human thinking. Harvard University
Press.

Wilson, D., & Sperber, D. (2006). Relevance theory. The handbook of
pragmatics, 606-632.

Witteveen, J. (2021). Biological markets, cooperation, and the evolution of
morality. The British Journal for the Philosophy of Science.



125

The cognitive requirements for developing a multimodal
communication system: Evidence from experimental semiotics and
comparative cognition

Angelo Damiano Delliponti?, Elizabeth Qing Zhang?, Yen Ying Ng?, and Michael
Pleyert”

*Corresponding Author: pleyer@umk.pl

1Center for Language Evolution Studies, Nicolaus Copernicus University in Toruf,
Torun, Poland

2School of Linguistic Sciences and Arts, Jiangsu Normal University, Xuzhou,
China

Specifying the cognitive requirements for developing a structured, symbolic
communication system is one of the most central tasks for accounts of what made
humans ‘language-ready’ (Arbib 2012) and enabled them to evolve language.
From an evolutionary perspective, it is also a central question to what degree these
requirements are shared with other animals and how they evolved. One approach
that sheds light on the processes and necessary requirements for the emergence of
a symbolic communication system in interaction is that of experimental semiotics,
the study of "novel forms of communication which people develop when they
cannot use pre-established communication™ (Galantucci et al., 2012).

In experimental semiotics, participants have to bootstrap communicative
signals and establish a relation between a novel sign and its interpretation. In
different paradigms, participants use different signals in different modalities to
communicate meanings. For example, they can be asked to communicate via
drawings, novel gestures, novel vocalisations, symbols, pantomime, or combining
channels of different modalities (see, e.g. N6lle & Galantucci, 2022; for a review).
What these experiments show is that participants are able to converge on a shared
symbolic communication system, which over time also becomes increasingly
structured.

Here, we adopt an evolutionary perspective on the cognitive requirements
required for the establishment of shared symbolic systems in experimental
semiotics paradigms. Specifically, we ask a) what are the cognitive requirements
needed to explain the successful behaviour of participants in experimental
semiotics studies; b) what are the evolutionary foundations and the possible
evolutionary trajectories of these cognitive abilities.

This paper is distributed under a Creative Commons BY-NC-ND 4.0 license.



126

In order to elucidate the first question, we make use of an existing database
of experimental semiotics studies (Delliponti et al. 2023), and add to this database
by adding a meta-analysis of the cognitive capacities needed for particular tasks
that are explicitly mentioned in these studies. We analyzed the frequency of the
cognitive abilities mentioned in the studies in the database created by Delliponti
et al. (2023), standardized the labels, and additionally assigned cognitive abilities
to general types like general cognition, social cognition, and motor cognition. Our
analysis shows that although there is a wide variety of factors discussed in the 59
studies that were surveyed, some abilities occur more frequently, such as theory
of mind, categorical perception, and memory factors; the same goes for cognitive
types such as social cognition and general cognition.! Using such a meta-analytic
approach therefore enables us to create a list of some of the most important
abilities required for establishing a shared symbolic communication system.

To investigate the question as to the evolutionary foundation of these abilities,
we review which of the specified necessary cognitive requirements are present in
non-human animals, and if so, to which degree. For instance, regarding Theory of
Mind (ToM), we know that human beings resort to metarepresentations, whereby
they adopt second-order beliefs in order to anticipate other people’s behavior.
While many aspects of ToM seem to be shared with other animals, there also seem
to be important differences (e.g. Call & Tomasello 2008; Beetle & Rosati 2021).
For example there is evidence that chimpanzees use a type of simulative rather
than metarepresentational ToM, in order to predict other agents’ behavior (Lurz
etal. 2022). In the case of Categorical Perception (CP), it was found in nonhuman
animals across modalities, as in the case of the CP of sound or color. Field crickets
(Wyttenbach et al., 1996), rodents (Sinnott & Mosteller, 2001), and macaques
(Sandell, Gross & Bornstein, 1979), are among the cases of non-human animals
with CP of sound and/or color, suggesting a deep evolutionary continuity. By
adding insights from comparative cognition to the list created by the meta-
analysis, we thereby can gather information not only on important abilities
required for the establishment of a shared communication system, but also on the
degree to which they are shared with other animals, and which aspects are
potentially uniquely human. Overall, then, using an approach that combines
insights from experimental semiotics and comparative cognition promises to shed
light on the evolution of the cognitive requirements for the emergence of symbolic
communication systems, and language more generally.
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Human communication relies on integrating signals with contextually available
information, a process known as pragmatic competence. Pragmatic competence
is neither fully unique to humans nor exclusive to language use (e.g., Arnold &
Zuberbuhler 2013). This suggests that language evolved alongside an existing
ability to integrate signals and context. In this study, we propose a framework of
pragmatic competence and its evolution from a linguistic, psychological, and
biological perspective. We aim to delineate the cognitive capacities which
underlie pragmaticcompetence. To understand how these capacities co-evolved,
we examine their presence in our closest relatives: the great apes.

We first introduce (a) a typology of information sources, which can be
comparatively applied across species. This typology encompasses both signals
emitted during communicative acts, (such as gestures, facial expressions, and
linguistic signals), and information accessible outside of the communication
process (such as knowledge pertaining to the environment or to the state of mind
of the signaller). We then establish that, to a large extent, physical information
sources are not comparable across species; rather, comparative relevance lies in
the ability to access and interpret information sources.

Access to and interpretation of information sources, in turn, relies on different
underlying capacities enabling derivation of and reasoning about information
from distinct sources. From this point we expand on previous work on the
evolutionary origins of pragmatic competence by establishing (b) a broad
overview of the necessary cognitive capacities for accessing these information
sources. We focus on the mechanisms that are minimally necessary for pragmatic
competence. The most prominent of these mechanisms is theory of mind (e.g.,
Heintz & Phillips, 2023; Bar-On, 2021). We additionally identify and integrate
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signal flexibility, or optionality (Watson et al., 2022), and predictive processing
literature into the story of the capacities enabling pragmatic competence.

Finally, in (c), we apply the comparative method, examining evidence for the
capacities underlying pragmatic competence in our closest relatives, in the
domains of signal production and perception. To this end we draw on literature
from diverse fields, including from work on primate communication (e.g., Wilke
et al., 2017), predictive pre-processing of communicative input (e.g., Heilbron et
al. 2022), and other comparative work on these cognitive capacities (e.g.,
Krupenye & Call, 2019). We find that the roots of the core components underlying
pragmatic competence are present in our ape relatives, suggesting their presence
in our lineage to be phylogenetically old. Deconstructing the components of
pragmatic competence ultimately allows us to better disentangle the evolutionary
trajectory of pragmatics, offering insight into the conditions under which
language emerged.
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Languages exhibit both variation and regularities across different domains
(Dryer & Haspelmath, 2013). A key question in language evolution research is
how conventions that exist today arose from early stages of language with moti-
vated variation. Priming, a tendency to repeat forms that you have seen before, is
a potential mechanism driving regularization (Fehér, Wonnacott, & Smith, 2016;
Pickering & Garrod, 2017; Schouwstra, Smith, & Kirby, 2020). On the other
hand, research has shown that the use of motivated forms allows variation to per-
sist (Mudd, Vos, & De Boer, 2022). In this work, we use an agent-based model
to show when priming is able to cause regularization in a population, and when
a level of variation is maintained. Maintenance of variation, even when there
are dominant patterns, has been demonstrated in existing languages on lexical as
well as structural levels (Napoli & Sutton-Spence, 2014; Flaherty, Schouwstra, &
Goldin-Meadow, 2018; Napoli, Spence, & Quadros, 2017; Lutzenberger, Mudd,
Stamp, Schembri, & Schembri, 2023).

In our models we focus on word order, in particular in connection with the bal-
ance between motivatedness and regularity. Traditionally, the regular nature of the
ordering of Subject, Object and Verb in existing languages has been emphasised
(Dryer, 2013). At the same time, improvised silent gesture experiments show that
semantically motivated orders are preferred when there are no linguistic conven-
tions yet: SOV when communicating about extensional events (the direct object is
specific and concrete: e.g. boy kicks ball) and SVO when communicating about
intensional events (the direct object is more abstract, and possibly dependent on
the verb: e.g. boy thinks of ball) (Schouwstra & Swart, 2014; Motamedi, Wolters,
Naegeli, Kirby, & Schouwstra, 2022). While existing languages do not generally
exhibit the same level of variation as silent gesture, it was recently recognized that
many languages exhibit some variation in word order, which therefore might best
be analyzed as a gradient phenomenon (Levshina et al., 2023).

Here we model how syntactic priming affects the emergence of word order
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regularity in a population, when it exists in direct competition with motivated-
ness. Our simulations consists of N agents, who engage in communication for
M steps. Every step, each agent produces a word order (which will be observed
by another randomly chosen agent) according to a linear weighted combination of
word orders that were observed before (priming) and word order preferences that
are driven by the intensionality or extensionality of the event (motivatedness). In
all simulations, production is fully based on motivatedness when there are no ob-
servations yet. As a consequence, there is more semantically motivated variation
at the start of a simulation, which makes way for more regularity as agents align.

We executed simulations (all with 50 agents and 300 time steps) with different
constant relative influences of motivatedness and priming and measure the pro-
portion of the majority word order at each step. Results are presented in figure 1.
Larger values of P(majority order) correspond to more regularity.

Figure 1 shows a direct rela-
tionship between the relative in-
fluence of priming and motivat-
edness on word order regulariza-
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data from existing sign languages
(Napoli & Sutton-Spence, 2014; Flaherty et al., 2018; Napoli et al., 2017). This
reinforces the view that word order is a gradient phenomenon (Levshina et al.,
2023). Our model shows that motivatedness and priming can jointly balance vari-
ation in the domain of word order, and provides a framework for other domains.

We extended these simulations to investigate the dynamics between priming
and motivatedness under various social network structures (Lupyan & Dale, 2010;
Richie, Yang, & Coppola, 2014; Lou-Magnuson & Onnis, 2018; Raviv, Meyer,
& Lev-Ari, 2020). The average shortest path distance of a network influenced
the extent of regularisation: regular networks retained the most variation, fully
connected networks retained the least variation and others are in between. Impor-
tantly, in all network structures that were not fully connected, even a very small
influence of motivatedness prevented full regularization of the system.
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Some people think a beaver is more similar to a chimp than a turtle, while others think the
opposite. What are the consequences of such differences in concepts/word-meanings on com-
munication? And where might these differences come from? We conducted an experiment
investigating whether exposure to different word co-occurrence patterns affects people’s biases
to rely on more taxonomic or thematic relations. English-speaking participants were asked
to learn novel words (pseudo-words) in different co-occurring contexts (taxonomic, thematic,
and neutral), and their similarity biases were measured over the learning process for each word
group and across groups. Context exposure increases similarity biases for the matching context.
Learned similarity biases persisted to novel lexical items. Overall, our findings show a causal
link between being exposed to different distributional data and people’s subsequent similarity
ratings, providing a possible mechanism behind previously observed cross-linguistic differences
in similarity biases.

1. Introduction

It is generally assumed that for a language to function as an effective communica-
tion system, both the forms and meanings must be closely aligned among speakers
(e.g., Hutchins & Hazlehurst, 2006). However, different language users may have
somewhat different word-meanings. These differences can be partially revealed
by comparing people’s similarity judgments, e.g., some people think a beaver to
be more similar to a chimp than a turtle—prioritizing the common biological tax-
onomy of beaver and chimp. Others indicate that a beaver is more similar to a
turtle, emphasizing the thematic relationship, in this case presumably the strong
association with aquatic habitats (Marti, Wu, Piantadosi, & Kidd, 2023; Duan
& Lupyan, 2023). These differences in some cases lead to communication mis-
alignment (Duan & Lupyan, 2023). These findings raise a number of interesting
questions such as where these differences come from, how languages adapt to
tolerate them, and to what extent people’s word-meanings (and even conceptual
structure) diverge while maintaining communicative success? Here, we focus on
the first question.

There is a long history of studying people’s reliance on thematic and taxo-
nomic factors in judging similarity relationships (e.g. Markman & Hutchinson,

This paper is distributed under a Creative Commons BY-NC-ND 4.0 license.
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1984; Lin & Murphy, 2001). One commonly observed trend is an increase then
decrease in bias for taxonomic similarity with age (Smiley & Brown, 1979; Borghi
& Caramelli, 2003; Brooks, Seiger-Gardner, & Sailor, 2014). Additionally, indi-
vidual differences in similarity biases also vary with education (Luriia, 1976), lan-
guage skills (Nation & Snowling, 1999), and the items being judged (Whitmore,
Shore, & Smith, 2004). Another contributor is cultural and linguistic differences.
People from Eastern cultures show more thematic bias compared to those from
Western cultures (Nisbett & Masuda, 2003).

However, the mechanism through which these factors lead to individual dif-
ferences in similarity biases is less understood. In a recent study, Le, Gao, Frank,
and Carstensen (2023) point out that cross-cultural differences in similarity bi-
ases (such as those reported in Ji, Zhang, & Nisbett, 2004) may be explained
by different statistical patterns in languages spoken by these people. They found
that word similarity inferred by language models trained on different languages
correlated with human similarity biases from the corresponding language. How-
ever, the correlational nature of this study fails to elucidate the extent to which
language, as opposed to culture, contributes to human similarity biases. Addition-
ally, the mechanism through which cross-cultural differences in language statistics
produce differences in human similarity biases has not been investigated.

Our study addresses these gaps by using a word-learning experiment in which
we manipulate linguistic patterns in which pseudo-words are embedded to ex-
amine the resulting patterns of similarity judgments. Following the results in Le
et al. (2023), we hypothesize that individuals who are exposed to different word
co-occurrence patterns will form different similarity biases. Specifically, our re-
search questions are: (Q1) Do different inputs of word co-occurrence patterns
(taxonomic, thematic, neutral) result in changes in the corresponding similarity
biases? (Q2) Do changes in similarity biases caused by exposure to language
patterns generalize to novel words?

2. Methods
2.1. Materials

The study focused on second-order word co-occurrences!, which has been sug-
gested to be the main source of model simulation of human similarity ratings
(Paridon, Liu, & Lupyan, 2021). We generated three groups of pseudo-words
consisting of a target word and three co-occurring words in taxonomic, thematic
and neutral contexts, and five pairs of second-order co-occurring sentences for

1Occurrences in the same contexts. Consider 2 sentences: “A chicken looks like a duck” and
”A goose looks like a duck”. “Chicken” and ’goose” is an example of second-order co-occurrence
because they both occur in the context of “looks like a duck”, even if they do not co-occur within the
same sentence.
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each context. Taxonomic contexts focus on attributes and categories?, thematic
contexts focus on spatial and temporal occurrences®, while neutral contexts are
contexts that do not fall under taxonomic or thematic, serving as a baseline®.
Nouns in the contexts were replaced with pseudo-words to minimize reliance on
prior knowledge. All pseudo-words were generated by ChatGPT, and manually
checked by two English speakers to ensure they were not in English dictionaries
and had no phonetic similarity to other pseudo-words in the set.

2.2. Participants

We recruited 90 participants from Mechanical Turk, assigning them evenly to a
taxonomic, neutral, or thematic condition. All participants indicated that their first
language was English and that they resided in the US. The average age of partici-
pants is 40.2 (SD=11.7) and the average education level was 4.1 (SD=1.37)°, with
no significant differences among conditions.

2.3. Procedure

Participants were randomly assigned to one of three conditions: taxonomic, the-
matic, and neutral. In all conditions, participants completed a practice set of trials
that familiarized them with the study, and three experimental sets of trials each of
which consisted of a prior trial block and a crifical trial block (see Figure 1).

Zibbers have krimps.
I wrote down “trindle”.
Practice
Glimboes have krimps.
Prior trials |
John found a flort in the flig. E>
I wrote down “glimbo”.
Set1
John found a zibber in the flig.
Is a zibber more similar to a glimbo or a flort?

Set2 Critical Zibbers are dromp. How confident are you about this choice
trials 7 :> X4
Glimboes are dromp.

Is a zibber more similar to a glimbo or a flort?
How confident are you about this choice

Is a zibber more similar to a glimbo or a trindle?
How i are you about this choice

Is a zibber more similar to a flort or a trindle?
How confident are you about this choice

Is a zibber more similar to a glimbo or a trindle?
How confident are you about this choice

Set3

tnligbnil

Figure 1. Procedure schematic for the taxonomic condition

Participants were asked to make a series of similarity judgments in which they

%For e.g., Zibbers have krimps. / Glimboes have krimps.

3For e.g., John found a zibber in the flig. / John found a flort in the flig.

“4For e.g., I wrote down “zibber”. / T wrote down “trindle”.

51 = Less than high school, 2 = High school diploma, 3 = Some college, no degree, 4 = 2-
year/associate’s degree, 5 = Bachelor’s degree, 6 = Master’s degree, 7 = PhD, law, or medical degree.
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chose which of two wordswas more similar to the target word, and then indicated
their confidence on a 10-point Likert scale.

Prior trial block. Participants read three pairs of sentences (one in each con-
text type). They then completed three similarity judgments (as described above)
pitting pairs of co-occurring words against one another (taxonomic-thematic,
taxonomic-neutral, and thematic-neutral).

Critical trial block. Participants saw four pairs of co-occurrence sentences
corresponding to their assigned condition (e.g., in the taxonomic condition they
only saw sentences involving the target word and the taxonomic match). The order
of sentences was randomized, which could result in a delay between pairs of co-
occurring sentences. After viewing each co-occurring sentence, they completed
two similarity judgments pitting the co-occurring word they had just seen with the
other co-occurring choices (e.g., in the taxonomic condition, the judgments pit the
taxonomic match against the neutral and thematic match respectively).

After reading each sentence, participants saw a multiple-choice question that
served as an attention check®. Participants who failed more than two attention
checks were excluded from analysis. Participants’ age and education level were
collected at the end of the experiment for analysis. Pseudo-words, sentence order
and set order were randomized across participants.

2.4. Analytic Procedure

We analyzed our data using two linear mixed-effects models. To answer Ql,
we examined the effect of sequence order (order of four co-occurrences in each
block) for each experimental block, age and education (all scaled), as well
as their interactions with different types of comparison (neutral against taxo-
nomic as the reference level). We used the following ‘Imer syntax: bias
~ (sequence order + age + education) * Comparison Type
+ (1 | participant ID).Sequence order refers to one prior trial plus four
critical trials within each set (1 ~ 5). There were six comparison types in total: for
each condition, we used two comparison types — the similarity of the target word
to the co-occurring word in this conditional type, compared to its similarity to the
other two co-occurring words in prior trials. For example, in the taxonomic con-
dition, we compared taxonomic against thematic, and taxonomic against neutral.
Participants’ biases were coded as positive if they preferred the condition-aligning
choice and negative otherwise. We used their confidence rating for the absolute
value of their bias. To answer Q2, we focused on how people’s prior bias (bias for
new pseudo-words) changed over the course of three sets. We therefore only con-
sidered the prior trial in each set. The model wasbias ~ (set order + age
+ education) x Comparison Type + (1 | participant ID).

YFor e.g., after reading ”John found a zibber in the flig”, participants needed to choose whether the

»

zibber was found "in the flig”, “on the flig”, or “under the flig”.
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3. Results

Clear evidence of learning is indicated by the main effect of sequence order
(b=1.59, p<0.005), which means when people saw more pairs of sentences con-
taining co-occurrence of two words in the corresponding type of context, their
similarity bias for that type increased (Table 1 and Figure 2). While this learning
slope didn’t differ between different conditions, overall, people had a stronger tax-
onomic bias than thematic and neutral bias, and a stronger thematic than neutral
bias (type[taxonomic against neutral]: b=4.04, p<0.005; type[taxonomic against
thematic]: b=3.81, p<0.005; type[thematic against neutral]: b=2.51, p<0.01).

Neutral Taxonomic Thematic
1 0 prior block 1 pri‘er block 2 prior block 3 pr}or block 1 pn‘or block 2 DV:OF block 3 pn‘or block 1 pr:cr block 2 pqer block 3

Bias

-5 1
Trial
Type — neutral against taxonomic = taxonomic against neutral == thematic against taxonomic
e neutral against thematic == taxonomic against thematic == thematic against neutral

Curve Type == learning curve * ' prior curve

Figure 2. Learning and prior curves for each condition. Dashed vertical lines indicate the beginning
of new experimental sets with new words. Learning curves reflect change of bias within each set. Prior
curves reflect change of prior bias across three sets.

Higher education level was associated with a stronger thematic bias against
both taxonomic and neutral choices. A closer investigation revealed that although
thematic biases (against neutral and taxonomic choices) increased more with edu-
cation, even at the highest education level, they did not surpass taxonomic biases.
Taxonomic biases remained high across education levels. One possible reason is
that taxonomic biases are easier to learn, and people become better at learning
from diverse contexts to exhibit a broader ranger of biases (including thematic
biases) with more education.

The only significant effect of age was in the neutral condition: older partici-
pants acquired less neutral bias against thematic choice versus against taxonomic
choice (i.e., interactive effects between age and type), which provided tentative
supporting evidence of the theory that elderly people re-increase their thematic
bias (Smiley & Brown, 1979).
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Table 1. Coefficient estimates for significant predictors. (*: p < 0.05,**: p < 0.01,***: p < 0.005,
reference level of type: neutral against taxonomic)

Model Variables Predictor coefficient 95% CI

conditional (Intercept) 1.98%#* [0,78, 3.18]
learning sequence order 1.5 [1.18,2.00]
effect education -2.00%* [-3.27,-0.73]
type(taxonomic against neutral) 4.04 %% [2.35,5.73]

type(taxonomic against thematic) 3.81%*** [2.12, 5.50]

type(thematic against neutral) 2.51%* [0.82, 4.19]

education : type(thematic against neutral) 2.96%* [1.22, 4.69]

education : type(thematic against taxonomic) 3.87%** [2.13, 5.60]
age : type(neutral against thematic) -1.02%* [-1.67,-0.38]

prior set order 0.58%** [0.15, 1.02]
generalization type(taxonomic against neutral) 4.70% %% [2.54, 6.86]
effect type(taxonomic against thematic) 3.34%* [1.18, 5.50]
type(thematic against neutral) 3.45%* [1.29, 5.60]

In the prior generalization model, since there were no significant interactive
effects, we removed these from the model and found a significant generalization
effect: people increased their prior bias for the condition they were assigned to
learn, and generalized the bias they learned from previous sets to a new set with
novel lexical items (i.e., set order effects). We also found the same comparison
type effects as found in the conditional learning effect model (Table 1).

4. Discussion

Our findings provide evidence supporting the hypothesis that exposure to differ-
ent linguistic patterns cause individual differences in similarity biases. The ob-
served learning effects across all conditions (e.g., taxonomic bias increases with
more exposure to taxonomic co-occurrences) underscore that individuals indeed
mold their similarity biases based on the word co-occurrence patterns they en-
counter. Furthermore, biases learned from language inputs can be generalized to
novel lexical items, which suggests that exposure to language patterns in different
co-occurrence contexts is a possible mechanism through which individual differ-
ences in similarity biases emerge. Altogether, our findings endorse the idea that
our judgment of lexical and conceptual similarities can be guided by linguistic
statistics, corroborating with prior studies that demonstrated such relationships in
cross-cultural linguistic patterns and human similarity judgments (Le et al., 2023).
Future research should investigate how different languages might naturally evolve
to favor certain word co-occurrence contexts over others, to further shed light on
how cross-cultural differences in similarity biases develop.

In conclusion, our study elucidates how linguistic patterns shape cognitive
biases. The results underscore the importance of exploring language statistics
exposure as a contributor to lexical representation and effective communication.
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Languages use figurative meanings derived from sensory experience. Sensory experience
itself is an evolved interface rather than a true reporting of objective reality, and it contains
a shared source of categories (e.g., warm, bitter, dark) upon which to ground language
learning. Most sensory categories are additionally used to describe aspects of our social
experience with usages that are similar across languages. Here we consider whether the
content of these figurative usages is exclusively emotional. We used 99 concepts
commonly metaphorized by 54 sensory/spatial adjectives. We measured the emotional
content of those concepts using the semantic differential, and then used dual categorization
tasks (IATs) to measure human conceptual alignments between concepts (N = 3405).
Emotional content strongly predicted alignments, but significant additional alignment was
found when two concepts shared a common sensory metaphor. Sensory metaphor conveys
conceptual social information that goes well beyond emotional content.

1. Introduction

The human language faculty is a complex biological adaptation that evolved by
natural selection (Pinker, 2003; Bloom & Pinker, 1990). There are large families
of metaphorized lexical items in many languages that have both sensory meanings
and social meanings. The use of sensory metaphor to describe persons is highly
conserved across diverse languages (Asch, 1955, 1958). There has been a great
deal of speculation concerning the foundational role of metaphor (and abstraction)
in the evolution of human language (e.g., Cusky & Sommer, forthcoming; Ellison
& Reinohl, 2022; Smith & Hofler, 2014). Recent work on sensory metaphor has
emphasized its use for conveying emotion (e.g., Citron & Goldberg, 2014), but
emotional expression through non-verbal information is also highly conserved
across many classes of terrestrial vertebrates (e.g., Congdon et al., 2019; Filippi
et al., 2017; Lingle & Riede, 2014). The present study tested whether sensory
metaphors leverage additional proto-conceptual information in the evolved
sensory interface of humans (Hoffman, 2018; see also Zhu et al., forthcoming).

This paper is distributed under a Creative Commons BY-NC-ND 4.0 license.
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Here we show that concepts metaphorized by the same sensory metaphors show
alignment strength that suggest unique conceptual contributions from shared
evolved subjective categories, in addition to emotional content.

1.1. The Sensory Interface

Categories of subjective experience, including those for taste, smell, touch, sight
and hearing, generally represent a shared source of mutual sensory understanding
despite being inherently subjective. Even children can come to realize that there
is no obvious way of knowing whether the appearance of “red” is the same from
person to person, yet simply assuming a shared experience seems to work for
language learning. For humans with the most common form of anomalous
trichromatic color vision, for example, the consistency of difference in where
color boundaries labels fall (e.g., green traffic lights appear pale green to those
with deuteranomaly) provides additional confirmation that color experiences
normally reflect an evolved 3-dimensional interface representing the ratios of
activity across three cone types in consistent categories. Based on models of
evolutionary processes, Hoffman (2018) has proposed that all perceptual
categories are best construed as a kind of interface that summarily captures
aspects of the world’s structure sufficient for survival and reproduction in ways
that provide fitness without needing to be true, complete, or accurate.

1.2. Metaphorizing the Sensory Interface

The social psychologist, Solomon Asch, famously showed that certain kinds of
personality descriptors colored other descriptors (1946). In particular, the words
cold or warm, quite strongly changed the interpretation of the word intelligent.
Less well known, Asch asked whether personality descriptors like warm and cold,
which are sensory metaphors, vary from language to language (1955, 1958). He
employed the aid of 6 experts in 6 languages from diverse language groups to
collect evidence of the use of sensory metaphor in those languages in the
descriptions of persons. Although usages varied in their details from language to
language (e.g., a sour person might be one who had suffered a personal loss), Asch
concluded that the similarities of use across languages were too prevalent to be
accidental. Thus, Asch argued that seemingly unrelated languages chose similar
sensory metaphors for recognizable social experiences.

A reductive interpretation of Asch’s finding might be that the emotional
properties of sensory experiences were the only information that was being
conveyed. For example, the basic tastes (salt, sweet, bitter, sour, savory) could be
construed as varying in valence, arousal and dominance, and it might be these



144

emotional properties that are primarily communicated by their use. Metaphors
appear to convey emotion more strongly than literal counterparts (Citron &
Goldberg, 2014). How might one differentiate sense-specific meaning from
emotional communication?

1.3. Research Strategy

Here we report the result of an investigation in which we used psychological tools
well-designed to implicitly measure conceptual alignment (the implicit
association test or IAT, Greenwald et al., 1998), in combination with
psychological tools designed to implicitly measure affective content (the
Semantic Differential or SemD; Osgood et al., 1957). Although we expected that
emotional content would explain a great deal of the variance when testing for
alignment among concepts using the IAT (Xiong et al., 2006), we expected to find
more specific effects of metaphoric alignment as well. That is, we expected that
concepts that were commonly metaphorized by the same word (e.g., “smart” and
“hurtful” can both be described as “sharp”) might show conceptual alignments on
the IAT above and beyond their measured emotional similarity.

A pre-registered pilot study using 7 sensory metaphors (each with 2 distinct
meanings) measured conceptual alignments of 21 different concept pairs using
IATs. Seven IATs paired concept pairs from same-metaphor sources and 14 used
random pairings across metaphors. SemD ratings of the concepts were used to
establish a 3-dimensional SemD score of emotional alignment. This pilot
established that IAT scores could be predicted based on the correlation between
the 3-dimensional SemD difference scores for each pair of words, and estimated
that the small (non-significant) effect size of shared metaphoricity would require
a much larger sample of items to reliably detect.

2. Methods

The present study was conducted online during the summer of 2022. Although
not pre-registered, the analysis plan was developed as a replication of the pilot
study which had pre-registered the exclusion criteria. Moreover, only a single
planned (maximal) analysis was conducted. A total of 2783 (121*23) participants
completed IATs while 522 (18*29) participants provided SemD ratings. About
18% of IAT participants were excluded for inattention (based on pre-registered
criteria) and about 5% of ratings participants were excluded for poor attention,
based on very low correlations between their ratings and the mean ratings for
other participants.
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2.1. Stimuli

A total of 99 concepts were selected based on distinct metaphoric senses of
sensory or spatial adjectives. Different senses were operationalized as having a
separate tab on thesaurus.com for that meaning and the meaning being figurative.
For example, BRIGHT had tabs indicating figurative senses of intelligent,
promising, and cheerful, among others. Thirty-three of the concepts were the sole
metaphoric use listed for a sensory category, the other 66 concepts were groups
of 2-6 figurative meanings from 21 sensory/spatial categories.

For each concept, an antonym appropriate for that metaphoric meaning was
chosen by the authors from those provided by thesaurus.com in consultation with
each other (e.g., unintelligent, unpromising, and doleful). Lists of synonyms (four
for the target concept, and four for the antonym) were selected for each of the
target pairs for use in IATs where the target concepts would be the category labels.
The complete stimuli are available in supplemental online materials.

2.2. IATs

Concepts (and their antonyms) were paired as category labels either with concepts
metaphorized by a shared metaphoric source (55 unique pairings were tested) or
by a different metaphoric source (66 randomly-selected pairings). The latter
pairings included 33 pairings among the concepts derived from sensory words
that had at least two figurative meaning (baseline), and 33 pairings that crossed
these with concepts from the list of sensory words with only a single figurative
meaning (control). Thus, 121 unique IATs were created. Each consisted of the
standard 7 blocks of trials, with 16 trials of practice at the two concepts separately,
then 16 and 24 trials with the two mixed together, then 24 practice trials to reverse
the labels on one of the categories, and then 16 and 24 trials with the two mixed
together with the opposite alignment. The side of response, the order of alignment,
and the dimension that switched were all randomized. On average, 19 participants
were successfully tested with each of the 121 IATs. A D-score (difference in mean
RTs divided by the pooled standard deviation) was computed for each participant.
The experiment was run on PsyToolkit (Stoet, 2010, 2017); data were collected
on Mechanical Turk via Cloud Research — i.e., TurkPrime (Litman et al., 2017).

2.3. Semantic Differential Data

Semantic differential ratings across 12 scales were collected for each target
concept and its antonym. The concepts were divided across 18 different surveys
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to divide the labor. Participants had to complete a brief attention test prior to doing
the ratings to ensure they were attentive. Ratings were averaged by concept and
subjected to PCA (Dunteman, 1989) with normalized variables (scaled, centered)
and orthogonal rotation. The first 3 components were consistent with Evaluative,
Potency, and Activity dimensions normally identified by SemD procedures
(corresponding to emotional valence, dominance, and arousal). Each
concept/antonym pair was then assigned a 3D vector representing the difference
between the two words along those three dimensions. The correlation between the
vectors for concepts paired in our IATs was used as the emotional alignment
predictor of [AT-assessed alignment (D-scores).

3. Results
® Shared metaphor source CH
® Different metaphor source ° e “'.
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Figure 1. Mean IAT score (conceptual alignment) is plotted as a function of measured emotional
alignment of concepts. Even with emotion taken into account, IAT scores are higher for concept
pairs that are metaphorized with the same sensory word. Best fitting regression lines are shown.

Linear mixed effect regression (LMER) was used to analyze the D-scores for the
IATs (computed using the advanced method Greenwald et al., 2003) with a
maximal model, including both the emotional alignment predictor, and a three-
level metaphor-source predictor representing the type of concept combination
used (baseline random pairings vs. shared metaphoric source vs. control
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pairings). As expected, emotional alignment strongly predicted IAT scores, f =
0.79, #(114.9) = 10.5, p < .0001. However, there was also a significant effect of
shared metaphor source, f = 0.22, t(114.9) = 2.21, p = .029. The results are
shown by item in Figure 1, collapsing control and baseline pairings (which did
not differ from each other) into a single category of different metaphor source.

4. Discussion

Abstraction, analogy, and the creation of figurative meaning are among the
powerful drivers that have allowed human cognition to create categories that
expand the classes of entities that words can refer to. The present results suggest
that when people use sensory metaphor to convey more abstract meanings, they
are tapping into information in our evolved perceptual interface that might be hard
to otherwise articulate. The IAT appears to be particularly sensitive to emotional
conceptual alignments among words, but also to more fine-grained meanings:
Concepts metaphorized by the same sensory/spatial sources are, on average, more
positively aligned than would be predicted based on their emotional content alone.

Recent criticisms of the IAT chiefly concern its use as a measure of individual
differences (Schimmack, 2021). As a measure of cognitive patterns in
populations, such as those shown here, it is like other group measures. When two
categories are easily combined (align), switching the category alignment has a
bigger cost, and this is what the IAT measures. Thus, in our data a high positive
correlation in emotional content leads to a strongly positive IAT score, but a high
negative correlation in emotional content leads to a strongly negative IAT score.
Across all of this emotion content, however, there remains a strong positive shift
in IAT measured alignment that suggests that sharing a metaphorized sensory
meaning provides another form of category alignment. While it is possible that
the semantic differential is simply inefficient at detecting emotional content, this
seems unlikely to explain the current results.

The evolved sensory interface (Hoffman, 2018) that we experience as the
directly-perceived world is a shared interface that provides a common sensory
ground necessary for language learning. We can access abstract information in
that shared sensory interface when we communicate about our social experiences
using sensory words.

5. Supplementary Materials

Supplementary materials including all verbal stimuli used, and the full data set
used for analysis, as well as the primary analysis code in R, are available online
at https://osf.io/n47tk/?view_only=b00befa5bc074a5a8f0e09bc8al 7b784.
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Neanderthals likely possessed some form of language, though it is uncertain whether their
vocal anatomy allowed for the full range of modern human speech sounds. We synthesize
literature on estimating Neanderthal speech capabilities and conclude that evidence
supports the view that Neanderthals had restricted articulatory capacities compared to
modern humans due to the shapes of their vocal tracts. To date, only two estimates of
Neanderthal vocal tracts remain unrefuted — and both support the view that Neanderthals
were limited with regards to the range of available speech sounds.

1. Introduction

In recent years, the prevailing view of Neanderthal linguistic abilities has shifted
from a doltish species to beings with complex cognitive capacities (Dediu &
Levinson, 2013). As summarized by Johansson (2015, p. 311), “from the
consilience of evidence from anatomy, archeology, and DNA, one can conclude
that some language abilities, if not necessarily full modern syntactic language,
were present in Neanderthals.” Here, we evaluate the contributions from
phonetics-based approaches and estimates of Neanderthal speech capacities. The
first widely discussed attempt to quantify Neanderthal phonetic capacities was
performed by Lieberman and Crelin (1971), who suggested that Neanderthals
were limited with regards to human-like speech production. Their findings are
taken here as a baseline against which we evaluate more recent evidence arguing
for, and against, the hypothesis that Neanderthals were “limited” from producing
the full range of human speech sounds.

This paper is distributed under a Creative Commons BY-NC-ND 4.0 license.
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2. Basics of an evolutionary speech acoustics

In speech, the voice “source” from the vocal folds of the larynx is “filtered” in the
supralaryngeal vocal tract (SVT) by the imposition of narrow constrictions using
the various articulators, including the jaw, lips, velum, palate, and tongue (Fant,
1960). Because essential features of vocal anatomy are largely preserved across
mammals, such fundamentals of speech acoustics have served as starting points
for literature on the evolution of speech capacities (Negus, 1949; Lieberman et
al., 1969, 1972; de Boer & Fitch, 2010; Fitch et al., 2016; Ekstrom & Edlund,
2023). The variable most crucial to the extent of the uniquely human range of
speech sounds is the shape and position of the tongue inside the SVT, and the
shape of the SVT itself (Lieberman et al., 1972; Carré et al., 1995; de Boer, 2010;
de Boer & Fitch, 2010). In adult humans, the tongue root is descended into the
pharynx, and the tongue, rounded in shape, is positioned in both the pharyngeal
and oral cavities. The tongues of human infants and nonhuman mammals are flat
in shape and contained almost wholly in the oral cavity (Negus, 1949). Resulting
from disparate positions, while the principal musculature of the tongue is
preserved across primates, innervation of equivalent musculature results in
different vector forces in humans versus non-human primates (de Boer & Fitch,
2010). Resulting from a shortening of the face, and descent of the tongue root and
concomitant descent of the larynx, the pharynx is markedly expanded in modern
humans, resulting in roughly equal proportions between horizontal and vertical
sections of the vocal tract (SVTh, SVTv). In chimpanzees, the SVTh is more than
twice the length of the SVTv (Nishimura, 2005). Uniquely human proportions are
optimal for generating a greatest-possible range of vowels (Carré et al., 1995; de
Boer, 2010), allowing exploitation of the full range of speech sounds (Stevens,
1972). In particular, “point” vowels [a], [i], and [u] (the vowels in “ma”, “see”,
and “do”) exhibit remarkable acoustic stability. For example, these vowels are
uniquely recognizable even at high pitches (Friedrichs, 2017). Accordingly, the
ability to articulate these speech sounds has received significant attention in
relevant literature, with Lieberman and colleagues (1972) arguing that a uniquely
human capacity to articulate these vowels reflected an evolutionary pressure for
improved speech communication.

3. Estimates to date
3.1. The Negus—Keith estimates

To our knowledge, anatomist Victor Negus and anthropologist Arthur Keith were
the first to attempt a reconstruction of Neanderthal supralaryngeal airways
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(Negus, 1949). The authors concluded that the shapes of the Neanderthal tongue
and pharynx would have been closer to those of the chimpanzee and human
newborn than that of the adult modern human; this would imply support for the
“limited Neanderthal” hypothesis. Unfortunately, these efforts are not sufficiently
described in detail to allow for replication and will not be considered further here.

3.2. The Lieberman-Crelin estimates

The first modern estimates of Neanderthal speech capacities were performed by
Lieberman and Crelin (1971) and Lieberman et al., (1972). These early efforts
assumed that basicranial flexion provided a reliable indicator of the shape of vocal
tracts. Specifically, Lieberman and colleagues argued that non-human primates,
following from possessing short and narrow pharynges and flat-shaped tongues
contained in the oral cavity, were effectively incapable of imposing the degrees
of stricture necessary to achieve vowels [a], [i] and [u], which are all characterized
by abrupt 10:1 discontinuities at the SVT midpoint, where SVTh and SVTv meet
(Lieberman et al., 1972). Boé et al. (2002, p. 465-66) have incorrectly claimed
the conclusions of the Lieberman/Crelin efforts were that Neanderthals “could not
speak” and that an “increase in pharynx size [was a] necessary evolutionary
preadaptation for speech”. Rather, the Lieberman and Crelin estimates suggested
that Neanderthal phonetic capacities, limited by a short and narrow pharynx, were
less extensive than those of modern humans, with a vowel space that did not
include the full extent of modern human vowels — but did include vowels [1], [],
and [¢] (the vowels in “bit”, “cat” and “bed”). Results supported the view that
Neanderthals may have been unable to articulate the full range of human speech
sounds have since been a focal point in subsequent debate on Neanderthal speech
capacities.

3.3. The Crelin estimates

Crelin (1987) extended the efforts begun by Lieberman and Crelin (1971) to
various extinct hominids (see review in Ekstrom & Edlund, 2023). Also based on
the “basicranial” assumption, Crelin determined that skulls of both australopiths
and H. habilis were “apelike”, while those of H. erectus were intermediate in
form. Finally, based on a reconstruction of the “Steinheim skull” (an archaic
human estimated to ~250-350 kya) that the species’ vocal tract had been identical
to that of a present-day Homo sapiens skull. The exact implications are somewhat
ambiguous, as the taxonomic designation of the Steinheim skull individual has
been subject to disagreement (see Stringer, 2016). It is, however, now generally
considered an early Neanderthal lineage hominin. Accordingly, these later Crelin
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estimates would provide counterevidence against the early Lieberman and Crelin
attempts, and against the “limited Neanderthal” hypothesis. However, more
recent developments seemingly invalidate these earlier efforts.

3.4. A twist in the tale: The changing role of the basicranium

Efforts of Lieberman et al. (1972) and Crelin (1987) assumed that flexion of the
skull base provided clues to the shape of species’ vocal tracts. Human infants are
born with “monkey vocal tracts” and basicranial angles, and achieve uniquely
human proportions only later in life, once tongue root and larynx are sufficiently
descended. Evidence emerging in the late 1990’s showed that the tongue root and
larynx of developing humans continue to descend even after cranial flexure has
stabilized (Lieberman & McCarthy, 1999; Fitch & Giedd, 1999). These
developments, thus, invalidate the assumption upon which earlier estimates were
based. The marked flexion of the skull base does not provide the information
necessary for determining the shapes of vocal tracts. This finding rendered the
contribution of estimates based on this assumption ambiguous.

3.5. The Boé series

The Boé estimates are the only phonetics-based work to conclude that
Neanderthals were “not morphologically handicapped for speech” (Boé et al.,
1999, 2002). Several methodological constraints make this determination
problematic, however. The Boé series are the only estimates to base their work
on the “basicranial flexure” assumption that were published after the publication
of results that invalidate it. Paradoxically, Boé et al. cite Lieberman and McCarthy
(1999), who invalidate the assumptions upon which their work is based. More
significantly, however, the algorithm employed by the authors preserves the
tongue shapes of the modern humans upon which those shapes were based — in
the words of de Boer and Fitch (2010, p. 42), “precisely the aspect of the anatomy
that is in question” (see also Lieberman, 2007, 2012). The same method would
show that any animal would possess the full range of human speech: accordingly,
the Boé series cannot be taken as evidence that Neanderthals were not
“handicapped for speech”.

3.6. The Barney estimates

Barney et al. (2012) provide a novel estimation method and attempt to qualify
speech capacities in fossil specimens. The authors present a case study based on
the (relatively recent) “La Ferrassie” skull (dated to ~50kya), and report a range
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of possible values, including displacement of both jaw and hyoid from
anatomically predicted locations; however, neither resultant vowel space extends
to that of their modern human referent. While the authors do not present a
systematic exploration of results of the method as applied to other Neanderthal
specimens, the study provides support for the “limited Neanderthal” hypothesis.

3.7. The McCarthy series

The most exhaustive series of estimates to date were performed by McCarthy
(Lieberman & McCarthy, 2007; Lieberman, 2007, 2012) (Table 1). Namely, it is
in theory possible to estimate a position for the hyolaryngeal complex, necessary
for achieving a “roughly equal” SVTh-SVTvV relationship (presumed necessary
for the full extent of human vowel space) at resting state conditions. The
McCarthy estimates indicated that, in order to achieve roughly 1:1 SVTh-SVTv
proportions, the larynx of Neanderthals, reflecting a combination of short necks
and long faces, would have to be placed inside the thorax — an “impossible”
configuration that is not found in any extant primate: “the short neck and long
Neanderthal SVTh would place the cricoid cartilage behind the sternum,
permitting human speech but precluding eating” (Lieberman, 2007, p. 47).
Neanderthals would, accordingly, be unable to produce “fully modern” speech.

Table 1. Summary of results of estimates.

Effort Neanderthals limited?  Refuted? Source of refutation

Negus reconstruction YES N/A Insufficiently described

Lieberman/Crelin YES YES McCarthy and Lieberman

estimates (1999); Fitch and Giedd (1999)

Crelin series NO YES McCarthy and Lieberman
(1999); Fitch and Giedd (1999)

Boé series NO YES de Boer and Fitch (2010)

Barney estimate YES NO N/A

McCarthy series YES NO N/A

4. What the hyoid cannot tell us about speech

On various occasions, the shape of Neanderthal hyoid bones has been claimed to
be indicative of speech capacities. For example, Frayer (2017, p. 236) claims a
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hyoid enables “a full appreciation of the modern language capacities of
Neanderthals.” This argument is, however, inconsistent with the science of speech
production, and does not recognize that the crucial variable for phonetic capacities
is the shape of the SVT. Quoting Lieberman (1999, p. 175): “An isolated
Neanderthal hyoid bone can’t tell you whether the Neandertal had a human vocal
tract, because the hyoid bone and larynx descend as children mature, without any
systematic change in shape.” Hyoid shape alone, thus, does not inform researchers
of phonetic range available to extinct hominids. Any relationship between hyoid
and phonetic capacities relies on soft tissue reconstruction (McCarthy &
Lieberman, 2007; Barney et al., 2012). For the claim, “We now know that... the
Neanderthal vocal tract is capable of producing vowels very similar or identical
to modern Europeans”, Frayer (2017, p. 235) cites the Barney estimates (which
indicate the opposite), and work by Dediu and Levinson (2013) who base their
arguments to this effect on the refuted Boé estimates.

5. What hearing cannot tell us about speech

Conde-Valverde et al. (2021, p. 609) argue, based on reconstructions of
Neanderthal auditory anatomy and the assumption that “the occupied bandwidth
[computed based sound power transmission] is directly related to the efficiency
of the vocal communication”, that “Neanderthals and Homo sapiens had similar
auditory and speech capacities.” The authors do not, however, provide any
evidence directly bearing on vocal anatomy. In addition, novel evidence suggests
that auditory thresholds emerged prior to the human-chimpanzee split (Stoessel
et al., 2023). The contribution toward supporting or refuting the “limited
Neanderthal” hypothesis is thus uncertain.

6. Conclusions

We have synthesized decades of work informed by acoustic phonetics bearing on
Neanderthal speech capacities. To date, only one estimate (Boé et al., 1999) has
concluded that Neanderthals were “not morphologically handicapped for speech”
—and this work has been firmly refuted (de Boer & Fitch, 2010). Other evidence
purported to indicate speech capacities — the shape of Neanderthal hyoids and
inferred auditory capacities — are not useful for this purpose. The history of
hominin vocal tract estimates is clouded with novel findings invalidating earlier
work, and future efforts may reveal as-yet unknown relationships bearing on
vocal tract shapes of extinct hominids. Currently, however, available speech
acoustics research supports the view that, while Neanderthals likely possessed
language, they may have been limited to a less extensive range of speech sounds.
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We present a first—ever comparison of phonetic properties across vocalizations by great apes.
We show that “hoot-like” calls by (males of) all non—-human great ape genera — chimpanzees,
gorillas, and orangutans — overlap with those of human back rounded vowels. Our work under-
lines the importance of studying the production of calls. Observations from both comparative
vocal morphology (non-human great apes have short-and—narrow pharynges and tongues con-
tained in the oral cavity) and observations of vocalizing animals indicate they likely achieve
these qualities with disparate articulatory gestures.

1. Introduction

All nonhuman great apes produce hoot-like calls, but intra-species comparisons of
call properties are rare in the literature. Here, we present the first three-way com-
parison of properties of hoot-like calls produced by all extant nonhuman great ape
genera: chimpanzees (Pan .spp), gorillas (Gorilla .spp), and orangutans (Pongo
.spp). We note that across species, hoot-like calls exhibit comparable and over-
lapping properties; we further suggest that this apparent uniformity results from a
derived feature in great apes, i.e., the employment of protruding and rounded lips
in call production. We apply the terminology of phonetics and refer to apparent
spectral peaks as formants.

This paper is distributed under a Creative Commons BY-NC-ND 4.0 license.
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2. Methods
2.1. Formant estimation

To estimate formants, we applied the PREQUEL protocol (Ekstrém, Moran,
Sundberg, & Lameira, 2023). Fundamental frequency (fy) was assessed visu-
ally by hand using correlograms (Granqvist & Hammarberg, 2003), and apparent
first formant—second formant (F;, F;) coordinates were synthesized and matched
for f and compared to the original recording.

2.2. Samples
2.2.1. Chimpanzees

Pant hoot calls by Western chimpanzees (Pan troglodytes verus) (N=50, 5 indi-
viduals) were recorded by TB at the Tai Chimpanzee Project, Ivory Coast. Pant
hoots are divided into four phases, with breathy early-bout lower-frequency vo-
calizations gradually transitioning into open-mouth high-f, screams (climaxes)
(Grawunder et al., 2022). Because higher-frequency calls are generally noncon-
ducive to formant analysis (Ekstrom, 2023), only introduction and build-up phases
were examined. Pant hoots are performed on both inhalation and exhalation
(inbreath, outbreath); we limited analysis to utterances on exhalations (Eklund,
2008). For this study, all sampled individuals were males. This was to control for
possible effects of sexual dimorphism — although in comparison with gorillas and
orangutans, chimpanzees exhibit relatively little dimorphism (Dixson, 1998).

2.2.2. Gorillas

Western gorilla (G. gorilla) silverbacks hoots (N=34, 2 individuals). Data were
recorded by LN at the Bai Hokou and Mongambe field sites in the Dzanga-Sangha
Protected Areas in the Central African Republic. Hoots analyzed here are from
two adult silverbacks each leading an independent group.

2.2.3. Orangutans

Bornean flanged male orangutan (P. pygmaeus wurmbii) long calls (Lameira &
Wich, 2008) were sampled and analyzed (N=109, 9 individuals). Calls were col-
lected at the Tuanan Orangutan Research Station, Central Kalimantan, Borneo,
Indonesia by ARL. In our sample data, because recording quality was variable
with higher frequencies being lost to high-frequency noise (e.g., birdsong), it was
often necessary to segment calls where select portions showed clear and consistent
formant frequencies (Ekstrom et al., 2023).

3. Results

Results of our investigations (Figure 1, Table 1) show there is substantial overlap
between phonetic properties of great ape hoot—like calls (chimpanzee pant hoot
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“hoo’s”, gorilla soft hoots, orangutan long calls) between all three species, and
with human close back rounded vowel [u].
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Figure 1. Vowel-like spaces of chimpanzees, gorillas, orangutans producing hoots, and modern hu-
man males speaking [u] (Peterson & Barney, 1952). All calls produced by adult males.

Table 1. Mean estimated formants for chimpanzee and gorilla hoots, orangutan long calls, and
male human [u]. Values in Hertz. Standard deviations in parentheses.

Chimpanzee hoots  Gorilla hoots and soft hoots ~ Orangutan long calls ~ Human [u]
F,  334(73) 240 (35) 299 (63) 305 (50)
F, 748 (108) 721 (60) 829 (120) 871 (159)

We ran linear mixed model analyses in R (ver. 4.3.1) using the /me4 package
(Bates, Méchler, Bolker, & Walker, 2015). We included response as the dependent
variable and added random effects of individual animal. Significance was calcu-
lated using the ImerTest package (Kuznetsova, Brockhoff, & Christensen, 2017),
which applies Satterthwaite’s method to estimate degrees of freedom and gener-
ate P-values for mixed models. The model specifications were: F, ~ Species +
(1 | Subject). Data were logl10 transformed prior to analysis. For both F; and F,
analyses yielded highly significant intercepts (P<.001). For F,, the effect of the
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chimpanzee data was statistically significant (P=.012); there were no other signif-
icant factor settings. The analysis findings are summarized in Table 2 and Table
3.

Table 2. Linear mixed model for F;. Reference level is human [u].

Estimate  Standard error  df t P
(Intercept) 306.12 8.67 5579 3532  .00%H*
Chimpanzee 9 21.46 35.75 42 .68
Gorilla -61.41 30.96 2982 -1.98 .06
Orangutan 15.70 16.76 35.68 .94 .36

Table 3. Linear mixed model for F,. Reference level is human [u].

Estimate  Standard error  df t P
(Intercept) 875.91 24.45 4742 3582  .00%**
Chimpanzee -167.84 63.84 3796 -2.62 .01%
Gorilla -138.91 94.43 3441 -147 .15
Orangutan 2.66 4991 37.71 .05 .96

4. Discussion
4.1. Disparate vocal tract lengths

Our results suggest that there is substantial overlap between phonetic properties
of hoot-like calls across great apes, while species’ calls may still be categorically
distinguishable from each other. To verify commonalities, we would optimally
seek to scale our estimated formants according to vocal tracts length for each
species. However, for orangutans and gorillas, no reliable estimates exist. We
may, however, take note of some reported findings. Goldstein (1980) measured
the length of pharyngeal cavity in an adult human male at 8.9 cm, and length of
the oral cavity at 8.1 cm, for a total vocal tract length (VTL) of approximately
17 cm. Nishimura (2005) estimated a total vocal tract length for an adult male
chimpanzee at 18.12 cm (computed by adding lengths reported for vertical and
horizontal portions of the tract): in terms of total length, the longer chimpanzee
face and oral tract compensates for the short pharyngeal tract. Vocal tract lengths
of adult humans and chimpanzees thus largely overlap. Further, adult male chim-
panzees and orangutans overlap in body size (Dixson, 1998). Because vocal tract
length is intimately correlated with body size across primates (Fitch, 1997) — in-
cluding great apes (Nishimura, 2005) — we may tentatively assume that vocal tract
lengths of chimpanzee and orangutan males are likely to overlap also. For these
species, biases resulting from differences in vocal tract length are likely to be rel-
atively minor. Notably, however, gorillas represent a significant exception to this
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trend, with upper height boundaries of an upright silverback measuring some 30
cm above that of an adult male chimpanzee (Dixson, 1998). Thus, it is likely that
while vocal tract lengths for adult male chimpanzees and orangutans may over-
lap, this is markedly less likely so for silverbacks. Provisioning of great ape vocal
tract length data — in particular for gorillas — would significantly improve upon the
possibilities to draw conclusions from our findings.

4.2. Air sacs

Another imposition to vocal tract length scaling are laryngeal air sacs, the acous-
tic consequences of which are contested in the literature. de Boer (2012) has
suggested air sacs shift up resonances under 2kHz, and introduce an additional
low-frequency resonance. We argue that further acoustic modeling efforts, par-
ticularly those aimed at exploring the interaction between air sacs and protruding
rounded lips, may help resolve this incongruity. Visual inspection of vocalizing
animals would also facilitate the modeling of these articulatory behaviors. If air
sacs indeed introduce an additional low-frequency resonance, we should treat the
apparent F, as a “shifted-up” F;, and F; as a novel resonance induced by the pres-
ence of the sacs. This may be consistent with our data. Namely, assuming a VTL
= 18.12 cm (Nishimura, 2005), predicted F;-F, of schwa are F; = 487 Hz, F, =
1461 Hz, according to :

Fn=02n—-1)-¢/4-L (1)

where n is the ng, formant, c is the speed of sound, and L is the total length of the
tract. Assuming that the articulatory gestures observed by Parr et al. (2005) and
Grawunder et al. (2022) for hoots are accurate, we would assume a longer tract,
as the lips are protruded, effectively shifting down all formants. For example, at
VTL = 22 cm, we would expect F; = 401 Hz, and F, = 1203 Hz, assuming a
uniform tube. This is, however, definitively inconsistent with our observations,
which put F, some ~450 Hz below this estimate. Consistent with with studies of
human vowel production, many studies — including recent efforts by Grawunder
et al. (2022) and Ekstrom et al. (2023) — have focused on measuring and reporting
F;—F, dispersion. However, the categorization scheme reported in Grawunder et
al. (2022) indicate that, as in human speakers, the apparent first spectral peak is
tied to jaw height. Moving forward, we argue that it is necessary to report at least
the first three apparent formants, so as to definitively either support or refute the
purported roles of air sacs.

4.3. Articulation

From an evolutionary perspective, our findings are intriguing, as related vocal tract
anatomy and morphology differs significantly between human and nonhuman pri-
mates, with nonhuman primates possessing narrow oro— and laryngopharynges
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(Negus, 1949, p. 196); the homologous structure in humans is elongated, and open
in [u]. There are also likely limitations on intraoral gestures resulting from tongue
morphology (Takemoto, 2008). Thus, nonhuman great ape production of [u]-like
calls likely involves disparate articulatory gestures (de Boer & Fitch, 2010), likely
affecting speech potential more broadly (Ekstrom & Edlund, 2023a). In addition,
speech acoustics modeling exercises indicate that a “two—tube” vocal tract (with
proportionate pharyngeal and oral tracts) is more efficient than the standard pri-
mate vocal tract (Carré, Lindblom, & MacNeilage, 1995). Observations of apes
producing hoots indicate that such calls are often (though not always) produced
with comparatively extreme contortions of the lips (Parr, Cohen, & Waal, 2005).
Elongating an acoustic chamber will always shift down formants (Fant, 1960),
and indeed in chimpanzees, such gestures have been shown to be associated with
a reliable shifting down of formants (Grawunder et al., 2022). Our data suggest
that the articulatory gestures employed in hoot production — that is, the tendency
to affect formant dispersions via the elongation and/or narrowing of the lip pas-
sage through rounding — may be a derived feature in nonhuman primates. Under-
standing morphological aspects involved in the production of apparently similar
vowel qualities and vowel-like qualities may yield important insights into critical
developments ultimately facilitating the evolution of speech in human ancestors
(Ekstrom & Edlund, 2023b).
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1. Introduction

While the number and characteristics of vowels and consonants are highly vari-
able across the world’s spoken languages (Moran & McCloy, 2019), all speakers
make consistent and deliberate use of a relatively narrow set of contrastive speech
sounds, i.e., phonemes. Such remarkable ubiquity is suggestive of extensive ben-
efits to their speakers. Importantly, however, the phoneme is not a naturally oc-
curring phenomenon. Rather, we argue that phonological systems constitute cog-
nitive tools, i.e., that they support, guide, and extend speaker cognitive capacities
(Everett, 2017). We make several claims toward this point.

2. Information rate

Compared with the communication systems of nonhuman animals, the consis-
tent and socially deliberated use and reuse of phonemes enables rapid information
transmission rates through syllabic speech (Liberman, Cooper, Shankweiler, &
Studdert-Kennedy, 1967). Based on their work constructing reading machines for
the blind, Liberman and colleagues noted that if spoken language were produced
letter by letter (or phoneme by phoneme), then speech rates would be significantly
reduced. In real-life speech, however, speech is always coarticulated — the produc-
tion of a phoneme is continually affected by its context. Phonemes in a spoken
language may serve as points of reference, even as speech sounds are distorted by
linguistic and extra-linguistic (e.g., emotional speech) contexts (Lindblom, 1990).
The cultural “invention” of the phoneme in human evolution and society, thus, en-
abled the rapid information transmission rates universally observed across human
languages (Coupé, Oh, Dediu, & Pellegrino, 2019).

3. The phoneme as developmental scaffold

Native-language input provides developing human infants with acoustic-
perceptual goals (Kuhl, Williams, Lacerda, Stevens, & Lindblom, 1996), the

This paper is distributed under a Creative Commons BY-NC-ND 4.0 license.
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replication or quasi-replication of which, serve as a marker of emergent social
consciousness and identity (Tomasello, 2003). This development takes place in
all developing human infants within the first few years of life (Vihman, 2014),
likely exploiting existant subcortical neuromotor systems (see review in Ekstrom,
2022). Experimental evidence from perceptual abilities by human infants sug-
gests that already by six months of age, humans begin selectively discriminating
between language-specific phonemes; this selective perception eventually devel-
ops into a so-called “perceptual magnet” (Kuhl, 1991), effectively serving as a
prototype for its category.

4. Perceptual overlap

Non-human animal oral tracts afford the capacity to non-uniformly affect for-
mants. Recent work indicates that orangutan “long calls” are readily perceived as
phonemic by listeners (Ekstrom, Moran, Sundberg, & Lameira, 2023). We pro-
pose that exposure to systems of speech sounds bias human perceptual systems
toward selective perception of environmental sounds as speech-like, including the
calls of other animals. Accordingly, vocalizations produced even by distantly
related animals such as domestic cats (Felis catus) are uniformly transcribed —
across even unrelated languages — as a consonant-vowel-consonant or consonant-
vowel-vowel sequence corresponding, e.g., to /miauw/. We argue that the reason
animal vocalizations may be perceived as essentially “word-like” (Nicastro &
Owren, 2003) is contingent on phonemic learning.

5. Implications for evolutionary phonology

Treating contrasting sounds of speech as products of culture may also open up
novel discussions of its evolution. Recent work in archaeology and anthropol-
ogy point to distinctions between findings, such that tools of relatively low com-
plexity cannot be used to infer cultural transmission (Snyder, Reeves, & Tennie,
2022). We suggest that similar distinctions may be made with regards to sys-
tems of speech in human evolution, such that a possible “early” system could be
independently invented by individuals and groups, while more complex systems
required cultural transmission (Benitez-Burraco & Kempe, 2018). This sugges-
tion may be explored through computational modeling (Kirby & Hurford, 2002).
Our view complements cognitive linguistic perspectives on human perception and
consciousness by emphasizing the sounds of speech themselves.
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Interest in language has a recorded history stretching back to the ancient Greeks,
and, as Chomsky rightly notes, ‘the traditional description of language as sound
with a meaning [is] traceable at least back to Aristotle’ (1995: 2). In the
intervening years, the study of ‘grammar’ encompassed inquiry into linguistic
sounds and their patterns (phonetics and phonology), the internal structure of
meaningful units (morphology), the relationships between these units (syntax)
and the encoding of meanings (semantics). Pragmatics, the study of how speakers
rely on shared contextual information in communication, was a lamentably late
addition to the field of linguistic inquiry and the domain was only afforded a name
in the last century (Morrison, 1938) and for much of its subsequent existence was
considered an adjunct to the mainstream: a ‘wastebasket’ for problematic
phenomena in Bar-Hillel’s (1971) terminology.

In recent years, pragmatic competence has begun to be, rightly, seen as an
indispensable component in understanding the evolution of language. However,
a number of questions arise before the nature of the pragmatic role in language
evolution can be fully established. The most fundamental of these concerns the
relative temporal location of the emergence of pragmatic competence, and its
consequences, in the interpretation and generation of linguistic structure.

It is now generally agreed that linguistic code is semantically underspecified
and that, at the very least, effective communication relies upon pragmatic
enrichment (Grice, 1967; Sperber & Wilson, 1986). Currently though, there is still
disagreement among even those who place the role of pragmatics at the centre of
the human capacity for language, as to the nature of its role, and thus evolutionary
history. On the one hand, there is a school of thought which maintains that a ‘proto
presumption of relevance” emerged in precursor species prior to that of any form
of language (e.g. Scott-Phillips, 2014; Scott-Phillips & Heintz, 2023). An
alternative position posits the existence of an intermediate stage of pragmatic
competence beyond the synthesis of simple immediate contextual information,
but lacking the cognitive complexity of processing implicature (e.g. Bar-On,
2021). Finally, some (e.g. Carston, in prep) stress the primacy of hierarchical,
structured syntax as a necessary impetus to kick start the pragmatic process
required for the production and comprehension of modern language.

This paper is distributed under a Creative Commons BY-NC-ND 4.0 license.
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In all cases, pragmatic competence relies upon a number of pre-requisites
including, firstly, a substantial willingness to cooperate in the exchange of
information, and, following from this, a cognitive bias among interlocuters
towards the presumption of shared relevance. A very rudimentary form of the
first of these appears attested in the behaviour of chimpanzees and bonobos who
(alone among primates) appear to have some capacity for latent collaboration
(Melis et al., 2006; Gibson, 2012). Furthermore, they appear able to apply this
basic cooperation to communication, and are capable of using context to
determine the meaning of ambiguous gestures (Graham, in prep). However,
evidence for more substantial cooperation only begins to be seen around 1.9
million years ago (mya) in the hominin clade with the appearance of Homo
erectus (Tomasello, 2008; Tomasello et al., 2012) and species’ specific
concomitant cultural developments including the production and use of the first
mode 2 tools (Beyene et al., 2013), coordinated hunting and scavenging, the first
exodus out of Africa and possibly the controlled use of fire for the processing of
food (Wynn, 2012; Wrangham, 2009). As this period is also associated with the
earliest evolutionary adaptations for vocalisation, it is not implausible to posit the
advent of protolanguage during the subsequent 500 thousand years during which
these innovations arose (Bickerton, 2009; Tallerman, 2012).

However, the question that then surfaces is why, if these early hominins were
cooperative and tuned to the presumption of relevance (and even had
protolanguage), there was almost complete cultural stasis in the million years or
so that followed from around 1.5 mya. As the archaeologist J. Desmond Clark is
reported to have observed, if H. erectus had (proto)language then ‘these ancient
people were saying the same thing to each other, over and over and over again’
(Stringer, 2011: 125). Whatever evolutionary adaptations had been bestowed
upon this species, possibly including a vocal protolanguage, they were incapable
of initiating a second punctuation of hominin equilibrium, which occurs only
around 500 thousand years ago (kya). Pragmatic competence, in the form of
‘expression unleashed’ (Heintz & Scott-Phillips, 2023) alone, while necessary,
was not sufficient for the transition to modern language. The problem is resolved
if we conclude that at this point hominins underwent another major neuro-
cognitive development that resulted in an enhanced cognition, again attested by
the relatively sudden appearance of cultural changes. This cognitive machinery
ultimately gives rise to multi-order intentionality, and only at this stage did the
extant pragmatic (and other linguistic) capacities become utilised in the
development of modern language.
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One of the key questions in language evolution is the role of linguistic labels in
driving cognitive evolution, esp. by influencing categorisation, including visual
perceptual stimuli (Lupyan 2006, Lupyan & Casasanto 2015). Interestingly, this
problem finds parallels in a large swathe of human-evolutionary research since a
standard study format in evolutionary psychology is to rate visual stimuli — very
often human faces — on characteristics presented as verbal labels (Langlois et al.,
2000). Even closely related psychological concepts are defined by different words
and cued by distinctive facial configurations (e.g., Mileva, 2016). For example, a
face imagined as “socially attractive” (a face appealing in the social context) may
possess different characteristics than a “sexually attractive face” (Kruger, 2006).
Our study therefore explores the problem of the interface between facial
characteristics and their linguistic descriptions.

Despite the impact that a linguistic formulation may exert on perception
(Lupyan et al. 2020), studies on perceived facial characteristics, e.g.,
attractiveness, usually do not provide a definition of the focus characteristic they
want the participants to rate: out of 65 on the topic from 2021-2023, we found
only 1 paper that did this. While a majority of these articles concern mate choice,
others focus on social psychology, economics, and political sciences. Given this
broad diversity of contexts in which ‘attractiveness’ was studied, we decided to
test whether a deep learning text-to-image model, Stable Diffusion XL, returns
detectably different images when prompted for sexual vs social attractiveness.
Trained on ~6 billion image-text pairs, the model presents a potent source of
images accompanied by name descriptions. We used one prompt for sexual
attractiveness (prompt 1: “attractive European man/woman, sexual mating and
partnership context”) and another for social attractiveness (prompt 2: “attractive
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prosocial, friendly, and cooperative European man/woman” with “sexy” and
“good mate” as negative prompts).

For each of the two prompts, we generated 120 facial images (60 women,
60 men), and applied standard selection criteria in evolutionary psychology: full
face visible, not horizontally or vertically tilted, closed mouth, neutral expression,
and facial features not covered by hair/facial hair, resulting in 108 faces (54 W,
54 M). The faces were subject to geometric morphometrics analysis. We marked
each face with 72 landmarks (see Kleisner et al., 2019) in the program tpsDig
(Rohlf, 2015). We ran a generalised Procrustes analysis (separately for each sex)
using package geomorph in R (Baken et al. 2021; Adams, 2023), and computed
the average configuration for each category (sexual vs. social, Figure 1). We then
calculated the distance of each facial configuration from its ingroup/outgroup
mean configuration. A subsequent analysis with the function permudist of the
package Morpho (Schlager, 2017) suggests that the faces tend to cluster around
its groups’ average configuration (Procrustes distance between social-sexual
group means [PDM] = 0.00030, p < 0.001 for men, PDM = 0.00032, p < 0.001
for women). Although numerically small, the difference between groups is
significant.

The results suggest that Al-generated representations of human faces
(for this preliminary study limited to the faces of European origin) systematically
differ depending on the particular phrasing of the prompt, to the degree that Al-
generated socially vs. sexually attractive faces can be distinguished by their
geometric-morphometrics properties. This novel approach to visualising the
variance of human facial characteristics based on their linguistic description can
be flexibly applied to the faces of people from other ethnic backgrounds and can
be extended with the application of Al graphic tools (currently, we are using the
text-to-image generator Dall-e, and faces of models from populations outside
Europe). Our future research aims to include automated estimates of facial
attractiveness, real human faces, human raters, and different facial characteristics
to test whether both human-made and automated facial characterisations are
sensitive to word definitions.

Figure 1. Representations of sexually (I) vs socially (II) attractive faces of ‘men’
(left) and ‘women’ (right), based on images created by Stable Diffusion.
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Short summary:

The role of linguistic labels in categorisation and determining the scope of a
category may have large consequences for ascribing characteristics to visual
stimuli. Despite that, studies on perceived facial characteristics, including
attractiveness, usually do not provide the readers with a definition of the rated
category. Using the deep learning text-to-image model Stable Difusion, we
created average visual representations of two distinctive definitions of facial
attractiveness: socially and sexually attractive faces. Subsequently, we used tools
of landmark-based geometric morphometrics to explore if the visual
representations differ across the definitions. The results suggest that the Al-
generated representations of attractive human faces are context- and verbal
description-dependent and that faces generated with social and sexual
attractiveness primes can be distinguished by methods of geometric
morphometrics. This result is relevant in the context of links between the
perceptual salience of facial characteristics and linguistic expressions referring to
these characteristics.

OSF link to the project:
https://osf.io/qund8/?view_only=c5654alffe5c497e840702b00cf123ec
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Text generated by large language models (LLMSs) is now often indistinguishable
from text generated by humans. Designers of these models claim they are
perilously close to reaching human-like levels of general intelligence (e.g. Bengio
et al., 2023), with progress rapidly advancing as models become “multimodal”
(though note that this is confined to the ability to integrate text and images, and
does not approach the extent of multimodality in human language; Goldin-
Meadow, 1999; Rasenberg et al, 2022). Alongside this, some cognitive scientists
have declared that either impressive LLM performance (Contreras Kallens et al.,
2023; Piantadosi, 2023; Frank, 2023) or its specific shortcomings (Katzir, 2023;
Chomsky et al., 2023) provides compelling new evidence for longstanding
debates about domain specificity and innateness of language (see Pleyer &
Hartmann, 2018, for a summary of these debates in language evolution
particularly).

The current work begins by questioning the immediate relevance of LLMs for
understanding human language. We situate the language capacity of LLMs in a
comparative perspective with the human language capacity using a Tinbergian
framework of mechanisms, development, adaptive function and phylogeny.
While LLMs share narrow adaptive function with human language (with coverage
for producing text only, which is a proxy of only some spoken languages with
written forms), the way in which an LLM develops its language capacity
(“ontogeny”) and the mechanisms by which it stores linguistic representations
differ fundamentally. Despite the technically shared ancestry of human language
and LLMs, we situate the phylogeny of LLMs as being a case of an analogous
trait to human language, representing (if anything) partially overlapping
convergent evolution, accomplished by means of human design rather than
natural selection.

This paper is distributed under a Creative Commons BY-NC-ND 4.0 license.
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While this places the behaviour of LLMs as fundamentally different from human
language in many important respects, it nonetheless provides us with one of the
first close functional comparators for human language. The performance of LLMs
alone cannot tell us much about how the human language faculty works, but
careful probing of the difference in performance between humans and LLMs on
specific, language evolution-oriented tasks provides an opportunity for new
insights.

To this end, we report tests of a series of Artificial Language Learning
(ALL) tasks focusing on training on partial systematic vocabularies with
structured meaning spaces (adapted from Kirby, Cornish, Tamariz and Smith,
2014) followed by a test on full vocabulary. We contrast multimodal language
models with text only models. Text only models were relatively successful in
learning labels for seen items and recalling the meanings of novel words (unseen
items). Some multi-modal models had comparable performance for learning
labels, but when asked to generate descriptions of images for novel words results
were inconsistent. A subset of multimodal models also showed uneven
performance, often “collapsing” a systematic vocabulary by reproducing the same
label repeatedly, even for unrelated shapes - an underspecification found in early
iterated ALL without communication pressures (Kirby, Cornish & Smith, 2008).
While the source of this disparity remains unclear, we suggest that the vision
models generally used in multimodal LLMs are ill-adapted to dealing with the
kinds of simple geometric images often deliberately chosen for ALL with
humans. However, this same simplicity makes these images easy to describe
systematically to text only LLMs.

While the reason why multimodal models fail to capture simple
geometric structures in images may be obvious (it likely reflects the
predominantly photographic input on which these multimodal models were
trained), the implications of this are nonetheless interesting. Humans also have
predominantly complex visual input, particularly during our evolutionary history,
and yet simple geometric shapes are used in ALL studies with humans precisely
because they make structure in meaning spaces readily apparent. We report on
ongoing work using text to image generation models to create structured
photographic image sets for systematically testing ALL across multimodal
models and humans.
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Loss of a phoneme contrast through merger is significantly associated with a low
degree of resulting word-level homophony (Kaplan, 2011; Wedel et al., 2013).
For example, there are very few English words distinguished by the two low-back
vowels /a/ as in 'cot', and /o/ as in 'caught', and this vowel contrast has merged in
many dialects of North American English. In contrast, phonemes that do not
merge are characterized by many such 'minimal pairs', that is, words that would
become homophonous if the phonemes were to merge. In these previous studies,
homophony avoidance was associated with lack of change. Here, we show that
homophony avoidance appears to also drive two superficially distinct, active
sound changes. Chain shifts occur when a set of phonemes move in concert
within phonetic space. For example, the front vowels in New Zealand English
have undergone a chain shift upwards, such that the vowel /&/ in ‘pat’ has raised
to /¢/, and the original /e/ in ‘pet’ has raised to /e/ (Bauer et al., 2007; Hay et al.,
2015). Transphonologizations, on the other hand, occur when the primary cue
distinguishing two phonemes merges, while a minor cue expands in concert to
become the primary cue. For example, aspirated and lenis stops in Korean are
historically distinguished by a voice-onset-time (VOT) difference, with a minor
distinction in fO on the following vowel. In modern Seoul Korean, this VOT
difference is collapsing, while the f0 difference has expanded to become the
primary cue (Silva, 2006). These two superficially distinct classes of sound
change have in common that lexical contrast is maintained throughout the change:
in a chain shift, one phoneme moves into the space occupied by another, which
concomitantly shifts away into a neighboring part of the phonetic space. In a
transphonologization, one cue to a phoneme contrast merges, while at the same

This paper is distributed under a Creative Commons BY-NC-ND 4.0 license.
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time another cue to the same contrast expands. Here we show that while phoneme
mergers are characterized by a low number of minimal pairs (and therefore low
numbers of resulting homophones), chain shifts and transphonologizations are
characterized by especially high numbers of minimal pairs. Our dataset comprises
a genetically and areally diverse set of twelve languages which have undergone
historically recent mergers, chain shifts and transphonologizations. We identified
the number of minimal pairs distinguished by each phoneme contrast participating
in a change, as well the number of minimal pairs associated with a comparison
set of similar contrasts that have not participated in a change. Relative to the
distribution of minimal pairs of non-changing phoneme contrasts, we find that
mergers, as shown previously, are drawn significantly from the lower end of this
distribution. Conversely, we find that contrasts that have undergone chain-shifts
and transphonologizations are drawn significantly from the higher end of this
distribution (Figure 1). These findings are consistent with computational work
showing that category shift in one phonetic dimension (e.g., chain shifts) and
category shift across multiple phonetic dimensions (e.g., transphonologizations),
can be driven by the same mechanism (Wedel, 2012). More broadly, these
findings provide support for usage-based theories of change in which
information-theoretic factors like homophony avoidance play a fundamental role
in shaping languages’ sound systems over time (Flego, 2022; Séskuthy, 2013;
Winter & Wedel, 2016; Winters et al., 2018).
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Figure 1. Comparison of minimal pair counts for each sound change category.
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Communicative efficiency has been cited as driving many core features of lin-
guistic systems, through a trade-off between communicative accuracy and produc-
tion effort (Zipf, 1935; Roberts & Fedzechkina, 2018; Kurumada & Jaeger, 2015;
Fedzechkina & Jaeger, 2020). This trade-off has been appealed to in explaining
the relationship between whether a language uses case to mark grammatical roles
and whether it has a fixed word order (Sinneméki, 2008). Specifically, it has been
argued that, where fixed word order alone is enough of a cue to grammatical role
assignment, redundant marking with case is inefficient as it requires unnecessary
production effort. On the other hand, where word order is flexible, the extra ef-
fort to produce case is warranted in order to maintain communicative accuracy.
The role of social biases in modulating this trade-off have been investigated by
Roberts and Fedzechkina (2018) and Fedzechkina, Hartley, and Roberts (2022),
who find that learners are willing to put in more production effort, or sacrifice
communicative accuracy, to meet social goals.

The study of communicative efficiency has, however, largely assumed an im-
portant degree of homogeneity amongst language users. Yet, it is increasingly
clear that the assumption of homogeneity is incorrect, and that speakers vary in a
multitude of ways, including in terms of neurotype. In the context of evolutionary
linguistics, it is important to note that the majority of neurodivergent individuals
are active members of their language communities and thus differences among
individuals with different neurotypes could have an impact on language evolution
as a whole. We focused on the impact of a specific neurotype — autism — on the
relationship between social biases and communicative efficiency. We chose this
because autism is formally characterised as a social-communicative developmen-
tal disorder (American Psychiatric Association, 2013), and differences in social
and communicative skills are a key hallmark of day-to-day life for most autistic
people. For example, many autistic people perform what is known as ‘masking’,
where they hide their autistic traits in order to facilitate conversation with non-
autistic people (Hull et al., 2017; Cook, Crane, & Mandy, 2023; Pearson & Rose,
2021)

This paper is distributed under a Creative Commons BY-NC-ND 4.0 license.
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In Experiment 1, we sought to determine whether autistic people displayed the
communicative efficiency trade-off at all with regards to the negative relationship
between fixed word order and case marking. We replicated the ‘no-bias’ condi-
tions of Roberts and Fedzechkina (2018) and Fedzechkina et al. (2022) in both
the autistic and non-autistic populations. In these conditions, participants learnt a
simple artificial language in which object case was marked 50% of the time. In
the informative case condition, word order was flexible, with 50% use of SOV
and 50% use of OSV. In the redundant case condition, word order was fixed, with
100% use of SOV. We found that autistic people re-structured their input to be
communicatively efficient in the same way as their allistic peers. Autistic people
reduce the use of case in the redundant case condition, whilst they retain the use
of case in the informative case condition, to the same degree as allistic people.

In Experiment 2, we introduced social biases into our paradigm by par-
tially replicating the ‘bias’ conditions of Roberts and Fedzechkina (2018) and
Fedzechkina et al. (2022). In the bias for redundant case condition, participants
were told to favour a group of aliens who used object case marking 100% of the
time in a fixed word order language. In the bias for no informative case con-
dition, participants were told to favour a group of aliens who did not use object
case marking in a flexible word order language. In this case, we found a clear
difference between participants based on neurotype: autistic people in the bias for
redundant case condition were more likely to increase their use of redundant case,
despite it costing effort to produce, in order to meet a social bias. We argue that
this reflects the fact that autistic people may put more effort into social situations
through strategies such as masking in order to compensate for the difficulties they
face in social interactions with allistic people.

Our results underscore the importance of considering the impact of neurotype
in language evolution. In this case, our results illustrate that the strength of the
effect of social biases varies across the population in ways that may impact lan-
guage change. More generally, though, these results indicate that neurotype may
interact in significant ways with the kinds of cognitive biases and mechanisms we
appeal to in language evolution research.

1.00 oy e veo § * .

Condition

Redundar
= Informati

Proportion of Case Use
Proportion of Case Use

L N
o1

’

2

o 1 2 10

¢ i 4 5 6 7 b 8 o 1 2 3 4 7 6 6 10
Autism Spectrum Quotient (AQ-10) Score Autism Spectrum Quotient (AQ-10) Score

(a) Case use across the two no bias conditions (b) Case use across the two bias conditions
and its interaction with AQ-10 score. and its interaction with AQ-10 score



185

Acknowledgements

This work is in part supported by the UKRI Centre for Doctoral Training in Nat-
ural Language Processing, funded by the UKRI (grant EP/S022481/1), by the
European Research Council (ERC) under the European Union’s Horizon 2020
research and innovation programme (grant agreement No 757643 to the second
author), and by funding from the University of Edinburgh, School of Informatics
and School of Philosophy, Psychology, and Language Sciences, and the Centre
for Language Evolution at the University of Edinburgh.

References

American Psychiatric Association, D. S. M. T. E. (2013). Diagnostic and sta-
tistical manual of mental disorders : Dsm-5. Arlington, VA: American
Psychiatric Association.

Cook, J. M., Crane, L., & Mandy, W. (2023). Dropping the mask: It takes two.
Autism.

Fedzechkina, M., Hartley, L. H., & Roberts, G. (2022). Social biases can lead to
less communicatively efficient languages. Language Acquisition, 30.
Fedzechkina, M., & Jaeger, T. F. (2020). Production efficiency can cause gram-
matical change: Learners deviate from the input to better balance efficiency

against robust message transmission. Cognition, 196, 104115.

Hull, L., Petrides, K. V., Allison, C., Smith, P,, Baron-Cohen, S., Meng, , Lai,
C., & Mandy, W. (2017). “putting on my best normal”: Social camou-
flaging in adults with autism spectrum conditions. Journal of Autism and
Developmental Disorders, 47,2519-2534.

Kurumada, C., & Jaeger, T. F. (2015). Communicative efficiency in language
production: Optional case-marking in japanese. Journal of Memory and
Language, 83, 152-178.

Pearson, A., & Rose, K. (2021). A conceptual analysis of autistic masking:
Understanding the narrative of stigma and the illusion of choice. Autism in
Adulthood: Challenges and Management, 3, 52.

Roberts, G., & Fedzechkina, M. (2018). Social biases modulate the loss of redun-
dant forms in the cultural evolution of language. Cognition, 171C, 194-201.

Sinnemaéki, K. (2008). Complexity trade-offs in core argument marking. 67-88.

Zipf, G. (1935). The psycho-biology of language (Vol. ix). Houghton Mifflin.



186

Feature transmission within concept transmission

Stella Frank™! and Serge Belongie'

*Corresponding Author: stfr@diku.dk
IPioneer Centre for Artificial Intelligence / DIKU, University of Copenhagen, Denmark

Conceptual categories can be described in terms of features: dogs (mostly)
have four legs, bark, and shed, while clouds are grey or white and float in the
sky. Concepts differ across cultures and languages (Everett, 2013; Majid, 2015),
indicating a role for cultural transmission dynamics in their evolution (Contr-
eras Kallens, Dale, & Smaldino, 2018; Carr, Smith, Culbertson, & Kirby, 2020).
Since differences in conceptualisations are due to either using different feature
boundaries or attending to different feature dimensions (e.g. weather-aware cul-
tures may attend to cloud shape and color in a more fine-grained way), evolving
the underlying feature space is integral to concept evolution. In this simulation-
based study using Iterated Learning (IL) dynamics (Kirby, 2001), we show how
the features underlying concept categories are co-evolved, given a compositional
signalling system that surfaces the features as well as the concept extensions.

Previous work on concept evolution has focused on discovering concept ex-
tensions (Silvey, Kirby, & Smith, 2019; Carr, Smith, Cornish, & Kirby, 2017;
Carr et al., 2020) but left the corresponding features implicit. We show that the
features themselves, represented as boundaries in high dimensional space, can be
also reliably transmitted as part of a compositional concept label.

Model In our framework (Fig. 1a), the world is represented as a high-dimensional
perceptual feature space; objects are points in this space. Semantic features are
linear decision boundaries (hyperplanes) in this space, distinguishing points on
either side of the boundary. Concepts are the interior spaces delimited by the set
of features. Borrowing from error correcting output codes (Dietterich & Bakiri,
1995), we represent a concept as a codeword, the bitstring representing the feature
values corresponding to the concept. A concept also has a name, a categorical
label. Codewords are by construction compositional, while names are holistic.
While natural languages may not have codeword-like labels (cf. Kirby, Cornish,
& Smith, 2008), concepts may be described in terms of their features.

In our IL setup, learner agents infer a semantic feature space, corresponding to
a set of concepts, from (label, object) pairs. In the baseline name condition, the la-
bels are holistic names, and the task is to learn, via a linear SVM, a hyperplane for

This paper is distributed under a Creative Commons BY-NC-ND 4.0 license.
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Figure 1.: (a) Illustrative example of concept clusters in feature space. (b) Sim-
ulation results comparing compositional codewords to holistic names. Synthetic
data has 26 well-separated clusters in 64 dimensions. Learners receive 100 labels,
in the form of codewords or names, to learn (initally 20) features which they then
generalise to 900 unlabeled items. Top left: number of clusters found by each
learner (logscale); bottom left: similarity of found clusters to correct clusters,
measured using VM (Rosenberg & Hirschberg, 2007); top right: cluster similarity
between adjacent generations (learnability) using VM to evaluate the similarity of
their labels on a test set; bottom right: feature similarity between adjacent gen-
erations, measured as average best-match cosine similarity of feature boundary
vectors. Code available at github.com/scfrank/ecoc_evolang24.

each name that separates the items with that name from all other items (1-vs-rest).
In the codeword condition, the labels are codewords composed of feature values.
The agent given codewords learns a hyperplane for each feature (e.g., distinguish-
ing items with O vs 1 in the nth codeword position), again using a linear SVM. To
generate labels for new objects, for the next round of IL, agents use their feature
space to determine the conceptual location of a new item (in other words, using
the binary features to perform multiclass classification to generate a codeword).
This can result in a novel codeword, if this combination of features did not appear
in the agent’s learning phase. In the ‘open world’ condition, these new concepts
are passed as is to the next generation; in the ‘closed world’ condition, these novel
codewords are mapped to the closest existing codeword using Hamming distance.
In the name condition, items are always mapped to the closest existing named
cluster. In the initial round, names and features are random. At each generation,
uninformative features are removed, resulting in shorter codewords.

Results Our simulations (Fig. 1b) show that learning from names alone leads
to agents with conceptual systems that are less stable and correspond less to the
underlying world, compared to learning from codewords. Codewords also enable
IL chains to preserve specificity, and have a natural way of creating new concepts
(open-world setting) to counteract the transmission bottleneck.
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When humans speak or animals vocalize, they can produce sounds that are further combined
into larger sequences. The flexibility of sound combinations into larger meaningful sequences
is one of the hallmarks of human language. To some extent, this has also been found in other
species, like chimpanzees and birds. The current study investigates the structure of sounds
when speakers are asked to communicate the meaning of 20 selected concepts without using
language. Our results show that the structure of sounds between pauses is frequently limited to
1-3 sounds. This structure is less complex than when humans use their native language. The
acoustic distance between sounds depends largely on the concept apart from concepts referring
to animals, which show a higher diversity of involved sounds. This exploratory analysis might
provide evidence of how the structure of sound could have changed from simple to complex in
evolution.

1. Introduction

Human speech is composed of small units: sounds that are meaning-
distinguishing (phonemes). Several sounds combine into syllables, words, and
phrases that carry meaning(s). The sequential order of sounds into larger se-
quences is a milestone in speech acquisition, and already young infants can start
producing sequences of vocalization before they acquire their mother tongue
(Wermke, Robb, & Schluter, 2021). Even when language is acquired, nonver-
bal vocalizations are present in adult communication and are an emerging field of
study at the boundaries between non-human and human communication (Pisanski,
Bryant, Cornec, Anikin, & Reby, 2022). That means sequences of sounds are not
a property of human communication alone but are also found in non-human ani-
mals like birds (Sainburg, Theilman, Thielk, & Gentner, 2019; Doupe & Kuhl,
1999; Favaro et al., 2020), meerkats (Rauber, Kranstauber, & Manser, 2020),
chimpanzees (Girard-Buttoz et al., 2022). Comparative approaches between hu-
man and non-human animal vocalization deserve bottom-up methodologies rather
than human-centric analyses (Hoeschele, Wagner, & Mann, 2023). What has been

This paper is distributed under a Creative Commons BY-NC-ND 4.0 license.
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called a syllable in non-human vocalization refers to sound(s) produced between
pauses. In human speech production, similar chunks have often been termed inter-
pausal units (Bigi & Priego-Valverde, 2019; Prakash & Murthy, 2019). They refer
to speech that is realized between pauses.

In this exploratory study, we are interested in sounds realized in novel vocal-
izations during a charade game, i.e., in a situation where the use of actual words
of the participant’s language is ‘forbidden’. This paradigm has been used to inves-
tigate the origin and evolution of language (Fay et al., 2022; Cwiek et al., 2021;
Perlman & Lupyan, 2018).

This paper aims to explore how many sounds are realized between pauses in
non-linguistic vocalizations. Furthermore, we investigate the diversity of sounds
realized within different concepts, by assessing the distance between them in a
multi-variable acoustic space.

2. Methodology
2.1. Corpus creation

The present study uses a subset of data collected in a larger study in which partic-
ipants were recorded performing a series of concepts in three conditions. In the
three conditions, participants are asked to communicate a set of concepts using
either (1) only gestures, (2) only non-linguistic vocalizations and other sounds, or
(3) a combination of gestures and vocalizations. Here, we focus on a subset of the
vocalization recordings. We have not analyzed the vocalizations that are produced
in the multimodal condition because we assume that first, they are not stand-alone
carriers of the meaning, and second, their forms are shaped by the coordination
with body motion.

The recordings analyzed here were produced by 62 first-year psychology stu-
dents at the University of Western Australia (43 female, 17 male, 2 non-binary;
aged 17-33, M = 20.21, SD = 3.36). All were speakers of English. Of these, 28
participated in person and 34 remotely via Microsoft Teams, due to COVID-19
restrictions. Participants were allocated 60 concepts to communicate (20 in each
modality condition), sampled from a list of 200 concepts comprising the 100-item
Leipzig-Jakarta list of basic vocabulary (Tadmor, 2009) plus 100 other basic con-
cepts chosen based on their sensory and modality preferences (Lynott, Connell,
Brysbaert, Brand, & Carney, 2020). They were asked to communicate each con-
cept using the specified modality (and without using language) so that another
person would be able to view the recording and guess the concept from a list of
options. If the participants could not think of a way to communicate a concept,
they were permitted to skip it.
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2.2. Concept extraction

For the exploratory analysis, we focused on a variety of concepts that might re-
flect different degrees of concreteness and abstraction (see 1). For example, the
concept maybe is rather abstract or logical than smoke. We chose these different
concepts to have a wider semantic potential, but have not added categories to the
concepts, because a dichotomy between concreteness vs. abstraction has currently
been questioned (Banks et al., 2023).

Our analysis only included concepts
for which initially %t lf_:aSt >_partici- Table 1. Concepts used in this study. L-J
pants produced vocalizations. For three corresponds to the Leipzig-Jakarta list.
concepts we excluded acoustic trials as

. . Concept List No. of speakers
they contained a'cons1derable amount happyp other 6p
of background noise that made an anal- sad other 7
ysis unreliable. bad other 7

scared other 5

. good L-J 6

2.3. Aa.)ustlc angry other 7
annotation procedures disgusted  other 7

. . dog L-J 6
The acoustic data were labeled in Praat cat other 6
6.1.51 (Boersma & Weenink, 2021) by bird L-J 5
three annotators who are phoneticians 25]’ Ei g
by.trainir?g. Following Swets, Fuchs, Olyd L] 4
Krivokapié, and Petrone (2021), all spoon other 5
silent intervals longer than 100 ms were egg L-J 6
treated as pauses and labeled with ‘p’. Z‘f(l)lne frock ]E; 2
Apart from placing bounda.ri.es next to smoke L 4
pauses, the annotators additionally la- maybe other 8
beled successive sounds without pauses. not L-J 7

The following criteria were used in the

decision-making process for separating

the speech stream into two or more

sounds: a) two (or more) prominent amplitude peaks in the amplitude envelope
were present, b) changes in spectral characteristics (e.g., formant structures) were
present, and c) sounds were perceptually distinct. Variations in fundamental fre-
quency, e.g., a downward and then upward motion, were only considered as two
sounds when they also showed spectral differences in higher frequency ranges
and/or differences in the amplitude envelope. All sounds were labeled with an
initial ‘s’ and successive numbers when they occurred in a sequence. The first
annotator (al) created the annotation criteria and labeled the data. Annotator 2
(a2) used the available TextGrids from al and changed the boundaries when she
disagreed. Both agreed on 94.6 percent of the number of sounds. Hereafter, al
inspected all acoustic files again where disagreement was found and confirmed the
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changes. Annotator 3 (a3) started labeling from scratch without having TextGrids
available. Inter-rater agreement between a2 and a3 was 96.7 percent concerning
the overall number of labeled sounds. The temporal differences between the onset
of a given sound labeled by a2 and its closed temporal neighbor labeled by a3
were calculated. The same was done for the offset of a sound. The differences
were on average 0.048s (median = 0.018s) for the onset and 0.088s (median =
0.027s) for the offset. These differences are influenced by the number of sounds
an annotator labeled for a given concept, which makes the calculation of inter-
rater agreement challenging. We think that for the current exploratory analysis,
the overall agreement is reasonable. We decided to take a2’s segmentation for
further analysis.

Frequency
(pax) Ansuojuy

Amplitude

0 6.525
Time (s)

Figure 1. Example for acoustic annotation of the concept smoke. All segments are labeled as ‘s’ and
pauses as ‘p’. The red line depicts the intensity curve.

2.4. Analyses of acoustic similarity

Initially, all audio files were cut into segment-sized files using a custom Python
script. Acoustic analysis was performed on these sounds, using the analyze() func-
tion of the soundgen package in R (Anikin, 2019). The output of this function
consists of more than 100 acoustic parameters as listed in the documentation (e.g.,
f0, amplitude, formant values, entropy, and their respective mean, median, and
standard deviation). Some of these acoustic parameters are present or absent in
the recorded sounds, e.g., voicing. However, the presence of voicing is redundant
with intensity because voiced sounds are louder than voiceless ones and intensity
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values can always be calculated. That means, some acoustic parameters are highly
correlated and redundant with others. For this reason, we excluded parameters re-
sulting in NA values in the post-processing. Moreover, we excluded voice quality
parameters (e.g., flux), because these parameters may have been very sensitive to
background noise, which occurred in some speakers. All final parameters were
averaged for the whole time series of a sound, and we used mean and standard
deviation for further explorations. We ended up with a multidimensional dataset
consisting of 45 acoustic parameters. For the analysis of acoustic similarity, we
calculated the Euclidean distance between the vector of acoustic parameters of
each sound, to all other sounds. As a result, we got a distance matrix that allowed
us to extract an average distance between sounds within a trial of a concept and
compare it to other concepts.

3. Results and Discussion
3.1. Structural similarity

To explore structural similarity, we analyzed if certain sounds occurring between
pauses appear alone or in successive order. When speakers try to communicate
concepts using novel vocalizations, they frequently realize a relatively small num-
ber of sounds between two pauses: 1 sound occurred 208 times, 2 sounds = 80
times, 3 sounds = 35 times, 4 sounds = 24 times, 5 sounds = 11 times, 6 sounds =
3 times, 8 sounds = 4 times, 9 sounds = 1 time, 10 sounds = 1 time, 16 sounds =
2 times, 18 sounds = 1 time. That means structurally most concepts (208 cases in
our dataset) are realized with only one sound <s> that is surrounded by pauses.
In 80 cases we found realizations of two successive sounds <ss> and in 35 cases
participants produced three successive sounds <sss> without being interrupted
by a pause. If the data are split by concept, vocalizations for cat, dog, and bird
(all within a broader class of animals) also have more than three successive sound
combinations, probably mirroring onomatopoeia. For the rest of the data, no con-
clusions can be drawn, because the number of sounds between pauses is concept-
specific.

If pauses are taken into account, sounds were combined flexibly, for exam-
ple, for four sounds we could get combinations such as <s|s|s|s> or <ss|ss> or
<ss|s|s> where | marks a pause.

3.2. Acoustic similarity

Similar sounds may be repeated, like in imitating ‘coo-coo’, or they may be of
different acoustic quality, like in imitating a cat’s ‘meow’. For this reason, we
were further interested in examining the similarity between sounds that make up
a novel vocalization.

To have a first look into the diversity of sounds, we analyzed their average
acoustic distance within each trial. We preferred this data-driven approach in
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contrast to labeling the data to phonemic features because it allows us to include
sounds that may not occur in the English phoneme inventory, e.g., whistles or
clicks. It represents continuous acoustic data instead of putting categorical labels
to it, which could also be biased by the native language of the annotator.

Figure 2 depicts the results. We can see that the different concepts vary in their
average acoustic distance between sounds. Some abstract concepts like not consist
of sounds that are closer to each other in distance (i.e., more similar), while dog
has a larger average acoustic distance between the sounds. Those concepts with
several successive sounds (e.g., <sss>) are also the ones with the largest average
distance.

Average distance between sound segments per concept
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Figure 2. Average acoustic distances between sounds within a single trial displayed by concept,
boxplots, and half-violins in purple display data distribution, black dots correspond to single trials.
Each concept is displayed at the x-axis and ordered by alphabet.

In summary, the structure of novel vocalizations obtained from a charade game
most often contains either one, two, or three successive sounds that are not sep-
arated by pauses. This may to some extent be similar to infant’s vocalization
(Wermke et al., 2021) and non-human species. It is different from human speech
production, where already syllables or morphemes can consist of three sounds.
Those are combined into larger chunks that are not interrupted by pauses. Our
findings suggest that novel vocalizations have a rather simple sound structure that
is complexified (i.e., more and probably shorter sounds are realized in a sequence)
during language evolution.

4. Supplementary Materials

Dataset and scripts are available on https://github.com/sarkadava/
Evolang2024_SoundSimilarity.
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Deep neural networks and humans are two types of learning systems with sub-
stantial differences in learning pressures. As many theories of language evolution
rely heavily on learning pressures (Kirby et al., 2015; Smith & Kirby, 2008), it is
currently unknown whether the learning pressures of humans are sufficiently re-
flected in deep neural network models in order to allow for insights to carry over
and to advance theory building (Dupoux, 2018; Baroni, 2022). In emergent com-
munication simulations, a population of deep neural networks starts from scratch
without prior language knowledge and no predefined vocabulary, and are made
to develop a language to solve a communication game via reinforcement learn-
ing (Lazaridou & Baroni, 2020). While these simulations have great potential for
advancing our understanding of the emergence of languages, we can only expect
insights gained with deep neural networks to inform language evolution research
if the resulting Al languages show similar properties as natural languages (Bran-
dizzi, 2023; Galke et al., 2022). Thus, finding and/or facilitating commonalities
(i.e., by introducing appropriate inductive biases) can contribute to our under-
standing of how languages have evolved.

Reviewing the literature (Galke & Raviv, 2024), we find that the field of
emergent communication has successfully designed models to replicate proper-
ties of natural languages, even when some of these properties were initially absent
in such models. For instance, the lack of a least-effort bias in communicating
neural network agents (Chaabouni et al., 2019, 2019; Lian et al., 2023), which
gives rise to Zipf’s law of abbreviation in natural languages (Kanwal et al., 2017;
Zipf, 1949), can be addressed by inducing biases for lazy speakers and impa-
tient listeners (Rita et al., 2020). When going to populations of communicating
agents, another case is the absence of a group size effect (Chaabouni et al., 2022),
i.e., that larger groups tend to develop more structured languages (Raviv et al.,
2019), which can be (to some extent) addressed by introducing variation in learn-
ing rates (Rita et al., 2022) or by having agents alternate between sender and

This paper is distributed under a Creative Commons BY-NC-ND 4.0 license.
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receiver roles while restricting parameter updates (Michel et al., 2023). Most im-
portantly, we find that a pressure for learnability, e.g., by having agents continually
re-learning the language over and over again — modeled by resetting their parame-
ters (Li & Bowling, 2019; Zhou et al., 2022) — seems to be indispensable for com-
positional structure to emerge consistently. This pressure for learnability closely
resembles the iterated learning paradigm of language evolution research (Smith
et al., 2003; Kirby et al., 2014). The necessity of re-learning for structure to
emerge is commonly attributed to a learnability advantage of more compositional
protocols — or conversely, the ease-of-teaching of compositional protocols to new
agents (Li & Bowling, 2019). Although it has been shown for humans (Raviv, de
Heer Kloots, & Meyer, 2021), this supposed learnability advantage of composi-
tional structure for learning has not been tested with deep neural networks in a
purely supervised learning setting.

Here, we test deep neural networks on their ability to learn new mini-
languages with varying degree of compositional structure (Galke, Ram, & Raviv,
2023), analyzing whether more structure leads to more systematic generalization
behaviour. We consider long short-term memory models (LSTM) (Hochreiter &
Schmidhuber, 1997) trained from scratch as well as a large language model pre-
trained on natural language (Brown et al., 2020; Ouyang et al., 2022). We ensure
1:1 comparability to humans by employing the same stimuli and procedure as in a
previous study (Raviv et al., 2021). Our results show that — while all languages can
be ultimately learned — more systematically structured languages, as quantified by
topographic similarity (Brighton & Kirby, 2006), are learned better. Learning
more structured languages also leads to more systematic generalizations to new,
unseen items, and these generalizations are significantly more consistent and more
human-like. Although differences in inductive biases between Transformers and
LSTMs need to be taken into account (White & Cotterell, 2021), our findings
lead to the clear prediction that children would also benefit from more systematic
structure for learning — despite substantial differences in learning patterns com-
pared to adults (Newport, 2020; Hudson Kam & Newport, 2005). This hypothesis
is currently being tested (see preregistration: Lammertink et al. (2022)).

In summary, we have shown that deep neural networks display a learning and
generalization advantage for more structured and compositional linguistic input —
just as (adult) humans. This commonality between humans and machines, com-
bined with other language properties facilitated by inductive biases in emergent
communication, provides a rich testbed for using neural networks to simulate the
very emergence of language in our species. In ongoing work, we seek to shed new
light on why larger populations may tend to develop more structured languages.
Notably, this group size effect has been shown to occur in humans even without
iterated learning (Raviv et al., 2019), and we hypothesize that modeling cognitive
constraints (e.g., memory) would bring us closer towards deep neural networks
being useful models for studying human language evolution.
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This paper explores the relationship between online sentence processing and meaning
change over time. Specifically, we test the hypothesis, first proposed in Bowdle &
Gentner’s (2005) Career of Metaphor, that novel metaphoric extensions may become new
conventionalized word senses over time, driving polysemy. Here we examine whether
identified differences between nouns and verbs in online sentence processing—the verb
mutability effect—are paralleled by differences in the lexicon, as would be expected if
online processing drives lexical changes over time. In Experiment 1, we found that verbs
are more polysemous than nouns overall. In Experiment 2, we found that verb senses are
rated as being significantly more metaphoric than noun senses, controlling for frequency
band; in Experiment 3, we found that historically newer word senses are generally
perceived as being more metaphoric than older word senses. Implications for language
evolution are discussed.

1. Introduction

Metaphor is widely regarded as an important driver of language change over
time (Heine, 1997; Hopper & Traugott, 2003; Xu et al., 2017). One proposal for
how this might occur is Bowdle and Gentner’s Career of Metaphor (CoM)
account: that with repeated parallel usage, new figurative uses of words become
conventionalized and enter the lexicon as new word senses (Bowdle & Gentner,
2005; Gentner & Bowdle, 2001).! Thus, the CoM posits that online novel
figurative extensions lead to lexical change over time. This is not a new idea,
but empirical evidence linking synchronic and diachronic change is hard to find.
Here, we investigate this hypothesis through a novel route. We explore
differences between patterns of meaning extension for verbs vs. nouns and trace
their consequences for language evolution.

! Bowdle and Gentner provided evidence for a further assumption of the CoM theory, namely,
grammatical concordance: that for noun-noun metaphors, there is a shift in preference from the
simile form to the metaphor form with conventionalization.

This paper is distributed under a Creative Commons BY-NC-ND 4.0 license.
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1.2 Differing patterns of online adjustment between nouns and verbs.

When faced with sentences that show semantic strain (e.g., The lizard
worshipped or The violin pranced), people may adjust the standard meaning of
one or more word. There is substantial evidence that verbs are more likely to
undergo such adjustment than are nouns (Gentner & France, 1988, King &
Gentner, 2022; King, 2023). For example, King and Gentner (2022) asked
people to paraphrase simple intransitive sentences that varied in degree of
semantic strain (e.g., The hushand complained (low strain) vs. The motor
complained (higher strain)). Using word2vec (Mikolov et al., 2013), they
demonstrated that verbs changed their meanings more under semantic strain
than did nouns; and, further, that the degree of meaning change increased for
verbs (but not nouns) as strain increased. In a further study (Expt. 3), King and
Gentner asked raters to judge the type of semantic change that had occurred for
the initial noun and verb in each paraphrase. The results showed that verb
paraphrases were highly likely to be judged as metaphorically/analogically
related to the initial verb. In contrast, noun paraphrases were rarely judged as
metaphorically related; rather, they were mostly judged as either taxonomically
or metonymically related.?

Thus, there are two attested differences—one quantitative and one
qualitative—between nouns and verbs in their patterns of online meaning
adjustment. First, verbs are more prone to change meaning under semantic strain
than are nouns® (verb mutability; Gentner & France, 1988; King & Gentner,
2022). Second, online verb meaning extensions are more likely to be metaphoric
than noun meaning extensions (King & Gentner 2022). If synchronic processes
drive diachronic change, these findings predict different patterns of polysemy in
the lexicon between nouns and verbs. Here we test three main predictions:
Prediction 1: Verbs should be more polysemous than nouns overall.

Prediction 2: Verb senses in the dictionary should be more metaphoric than
noun senses in the dictionary.

Prediction 3: Newer word senses should be more metaphorical, on average, than
older word senses. This follows from the CoM prediction that novel metaphoric
extensions can become conventionalized over time and enter the lexicon as word
senses; with continued usage, these senses will come to be seen as literal.

2 Here, ‘metaphoric’ was described as “A term involving an analogy or abstract commonality with
the original word”; “Metonymic’ was described as A term that is associated, rather than similar or
taxonomically related (e.g., part-whole) and does not share an abstract commonality”; ‘Taxonomic’
was described as “superordinate or subordinate.”
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2. Experiment 1

This study tested the key prediction that verbs will be more polysemous than
nouns. A secondary prediction was that high-frequency words will be more
polysemous than low-frequency words. Third, we predicted that the effect of
frequency on polysemy would be stronger for verbs than for nouns. To do this
we obtained polysemy counts for 25,688 nouns and 5,698 verbs.*

2.1 Results

To test these predictions, polysemy was modeled as a function of word class
(noun vs. verb), word frequency, and the interaction between the two. Thus the
design was Frequency X Class. We used an iterative model-comparison
approach to select the best-fitting model. A log-transformed second-order
exponential model resulted in the best fit: log Polysemy ~ (log Frequency)? *
Class. The fitted model was then entered into a Type | ANOVA test of fixed
effects. The results bore out all three predictions (Figure 1).

First, as predicted, there was a main effect of Class: verbs had more senses
overall (M =3.25, SD = 3.36) than nouns (M =2.21, SD = 2.21), F1 31380 =
425.14, p <.0001. Second, there was a main effect of word frequency F, 31380
= 8377.95, p < .0001. Polysemy increased with frequency for both verbs and
nouns, and there was a significant positive exponential relationship between
Log(Polysemy) and Log(Frequency). Finally, there was a significant Frequency
* Class interaction, F», 31380 = 11.672, p < .0001: as predicted, the effect of
frequency on polysemy was stronger for verbs than for nouns.

log(senses)

tog(wp;n)
Figure 1. Fitted model results from Experiment 1.

4 We selected all verbs and nouns from COCA’s top 60,000 most frequent English words
(lemmatized) Davies, 2008). Polysemy counts for each lemma were obtained by retrieving all
senses for every word using the Oxford Dictionary Online API, resulting in 26,888 nouns and
5,750 verbs (32,638 total). Polysemy counts were unavailable for 3,632 lemmas (3,498 nouns and
134 verbs; 11% of the total number), resulting in a net of 31,386 words in the analysis (25,688
nouns and 5,698 verbs).
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3. Experiment 2

Experiment 2 tested Prediction 2-—that verb senses in the dictionary will be
more metaphoric than noun senses.

3.1 Method

We selected the top 40 most frequent verbs and nouns (lemmatized) from three
different frequency bands, determined using Davies (2008): 100 wpm, 10 wpm,
and 1 wpm. As in Experiment 1, all senses for each word were obtained using
the Oxford Dictionary Online API (1015 senses total).> 116 students at a private
university in the Midwest served as raters.® Participants provided metaphoricity
ratings for every sense of each of the 237 lemmas (a total of 1016 senses) using
the following procedure.

Each sense was presented to the raters via an example sentence provided by
the Oxford Dictionary, with the corresponding lemma bolded: e.g., The evening
had just flown by. Participants rated the metaphoricity of the bolded word on a
1 to 6 scale. Metaphoricity was defined as a word “not being used with its
normal literal meaning, but rather with a different meaning that still shares a
connection with the normal meaning of the noun.”” Participants indicated their
confidence in each rating on a 1-5 scale and were also able to mark whenever
the meaning of the bolded word was unclear in the provided context. Each
participant rated only verb senses or only noun senses. This resulted in five
ratings per word sense.

The first prediction is that verb senses will be more metaphoric than noun
senses overall. Second, we predicted a negative relation between frequency and
metaphoricity for both verbs and nouns. This follows from the usage-based
conventionalization process proposed in the CoM: the more often a given word
sense is used, the more it will be perceived as conventional rather than
metaphoric. A final prediction is that high-polysemous words will be rated as
more metaphoric than less-polysemous words. On average, if metaphor is a
major driver of new sense acquisition, then the more senses a word has, the
more metaphoric it should be.

Results

% Senses could not be found for three of the selected nouns, leaving a net of 120 verbs and 117 nouns
included in the analysis.

® All participants answered “yes” to a question asking them if they were native speakers of English.

" This definition of ‘metaphoricity’ is more general that used by King and Gentner (2022), which
emphasized analogical relations (see above). In the present case, we wanted to capture any
figurative extension, whether analogical or metonymic.



206

The 116 participants provided a total of 4138 high-confidence ratings.® A linear
mixed effect model was fit, with metaphoricity rating as the dependent measure,
word frequency, word class, their interaction, and word polysemy entered as
fixed effects, and subjects and lemma entered as random effects. The fitted
model was entered into a Type 111 ANOVA test of fixed effects using
Satterthwaite’s method for determining degrees of freedom.

The results supported our two chief hypotheses. First, word senses of verbs
were rated as significantly more metaphoric than those of nouns, F=4.76, p
=.03. Second, for both verbs and nouns, metaphoricity was negatively
correlated with word frequency, F = 9.42, p <.0001. Finally, polysemy was
positively related to metaphoricity, F = 22.16, p <.0001. However, we did not
find a significant Frequency * Class interaction. Despite the pattern suggested in
Figure 2), the decline in metaphoricity with word frequency was not
significantly steeper for verbs than for nouns.

64
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Figure 2. Model results for Experiment 2. Figure 3. Fitted model results from

Experiment 3.

4. Experiment 3

Experiment 3 tested Prediction 3 — that newer senses in the dictionary will be
more likely to be labeled as metaphoric than older senses, which have evolved
to be seen as literal.

4.1 Method

The 1016 senses for which metaphoricity ratings were obtained in Experiment 2
were used in this experiment. The Oxford Dictionary (OD) API used in that
study did not provide the age of the senses queried, so we used the Oxford
English Dictionary (OED) online to obtain dates. To match the senses provided

8 There were 5885 ratings in total. We included only high-confidence ratings (4 or 5) and excluded
ratings where the participant indicated that the meaning of the word was unclear to them in the
context of the sentence, for a net of 4138 ratings included in the analysis.



207

by the API to those present in the OED, two trained judges, blind to the study’s
hypotheses, independently identified the closest possible match.® For 68 out of
the 1016 senses, no date could be obtained; thus, a net of 948 unique senses
were included in the analysis.

4.2 Results

A linear mixed effect model was fit, with metaphoricity rating (obtained in
Experiment 2) as the dependent measure, sense age as the fixed effect, and
subjects (who provided the metaphoricity ratings from Experiment 2) and
lemma entered as random effects. As predicted, the effect of sense age was
significant, # = 0.1, SE = 0.03, t = 3.64, p <.001; as the age of the sense
decreased, perceived metaphoricity increased (see Figure 3).

5. General Discussion

This research provides novel evidence for the idea that online metaphoric
extensions give rise to new word senses, by tracing processing differences
between verbs and nouns. There are four main findings. First, verbs are more
polysemous than nouns, reflecting the pattern that verbs are more mutable in
online sentence understanding. Second, verb senses are more metaphoric than
noun senses, reflecting that verbs are more likely to extend metaphorically in
online processing than are nouns. Third, word senses for more frequent words
are rated as being less metaphorical than those for less frequent words.

Finally, the final experiment directly examined the evolution of word
meaning by examining the age of each sense. We found the age of a word’s
sense predicted the metaphoricity ratings from Experiment 2, such that older
senses were rated as more literal than newer senses. This is consistent with the
predictions of the Career of Metaphor. Early in its career, a metaphoric sense
will be labeled in a dictionary as figurative. With continued usage, alignment
across uses strengthens the common meaning so that it comes to be seen as
literal (Bowdle & Gentner, 2005; Gentner & Asmuth, 2019). Further, King and
Gentner (2023) found evidence that verb-noun metaphors are processed via a
process of structural alignment akin to that used for noun-noun metaphors. Thus
it appears that the Career of Metaphor—from novel to conventional meaning—
applies to verb metaphors as well as to noun-noun metaphors. Further research
may reveal whether this transition occurs more rapidly for verbs than for nouns.

® Their judgements were based both on the definitions and the example sentences. Agreement was
70%. In cases where they disagreed, one of the authors made the final decision. When both
choices were acceptable, the choice with the earlier date was chosen (57/301 disagreements =
19%).
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This paper suggests that linguistic areas, or sprachbunds, may constitute relics of earlier
stages in the evolution of language. Here we focus on the Mekong-Mamberamo linguistic
area, extending from Mainland Southeast Asia though the Indonesian archipelago and into
western New Guinea. The first part of this paper surveys evidence that Mekong-
Mamberamo languages exhibit a distinctive grammatical profile associated with greater
simplicity in both morphology and syntax. The second part of this paper examines potential
explanations for the simple grammatical profile associated with the Mekong-Mamberamo
area, and concludes that the most likely of these is that it constitutes an evolutionary relic
from an earlier stage in the evolution of language.

1. Introduction

In studying the phylogeny of language, one common method is to try to identify
features of contemporary languages that might constitute models for an earlier
stage in the evolution of human language. Such evolutionary relics may
potentially be present in a number of different domains. First, they may be found
embedded in the architecture of particular subsystems of grammar. Thus,
Progovac (2015) argues that small clauses, and various other defective clause
types, identifiable as part of the more elaborate syntactic structures of languages
such as English and Serbo-Croatian, may be viewed as fossils from an earlier
evolutionary stage of language. Secondly, certain language types may be viewed
more holistically as representative of earlier stages in the evolution of language.
Thus, for example, Gil (2017) claims that some contemporary languages, such as
Riau Indonesian, come close to instantiating an idealized IMA language —
Isolating (lacking internal word structure), Monocategorial (lacking distinct parts
of speech), and Associational (lacking construction-specific rules of semantic

This paper is distributed under a Creative Commons BY-NC-ND 4.0 license.
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compositionality) — potentially representing a model for an earlier stage in the
evolution of language. Similarly, further down the evolutionary line, Benitez-
Burraco and Progovac (2020) suggest that contemporary languages spoken by
esoteric, inward-oriented societies are characterized by a more complex
morphology alongside a simpler syntax, and that such languages may thus also be
considered to represent an earlier stage in the phylogeny of language.

This paper proposes a third domain in which such an evolutionary relic may
be observed, namely the linguistic area, or sprachbund. To date, sprachbunds have
been mostly used to reconstruct deep stages of language change (e.g. Bickel and
Nichols, 2006), but not to infer the types of languages putatively spoken in our
remote past. Here we focus on the Mekong-Mamberamo linguistic area, first
introduced in Gil (2015). This sprachbund consists roughly of mainland Southeast
Asia, the Indonesian archipelago, and western parts of the island of New Guinea.
Its name derives from the two major rivers located at its two extremities, the
Mekong to the north, and the Mamberamo to the east. We survey a body of
evidence showing that, compared to a worldwide baseline, Mekong-Mamberamo
languages are typically, and sometimes by a substantial margin, associated with
greater simplicity with regard to their morphological and syntactic structures. The
simple grammatical profile of Mekong-Mamberamo languages poses a mystery:
How and why did this profile come into being? This paper suggests that the most
likely explanation is that the simple grammatical profile of Mekong-Mamberamo
languages is an areally-defined relic representing an earlier stage in the evolution
of language.

2. The simple grammatical profile of Mekong-Mamberamo languages

As proposed in Gil (2015), the Mekong-Mamberamo linguistic area is motivated
by 17 typical linguistic features. Of these, 7 can be considered as entailing greater
grammatical simplicity:

o low differentiation of adnominal attributive constructions
o weakly developed grammatical voice

e isolating word structure

e short words

e low grammatical-morpheme density

e optional thematic-role flagging

e optional Tense-Aspect-Mood (TAM) marking
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The Mekong-Mamberamo linguistic area is illustrated with reference to the last
of these 7 features, TAM marking, in the following map:

Figure 1. Optional (e) and obligatory (e) Tense-Aspect-Mood marking.

Eyeballing the above map shows clearly that the Mekong-Mamberamo
linguistic area, right in the middle of the map, is the only one in which TAM
marking is consistently optional. In other parts of the world, such as sub-Saharan
Africa, Oceania and the Americas, optional and obligatory TAM-marking
languages are interspersed, while in central and western Eurasia and north Africa,
obligatory TAM-marking languages are the rule. These geographical patterns are
analyzed in more detail in Gil (2021).

Further independent support for the simple grammatical profile of the
languages of the Mekong-Mamberamo area derives from a wider study about
potential trade-offs between morphology and syntax in the world languages
(Benitez-Burraco et al., 2024). In this study, based on the 144 grammatical
features listed in WALS, we selected 44 features pertaining to morphological
complexity and 39 features pertaining to syntactic complexity. Complexity here
is understood in purely descriptive terms: if a grammatical value requires more
description than some other vale of the same feature, it is considered as more
complex (e.g. Li and Vitanyi, 2008; Sinnemé&ki, 2011). Furthermore, since
assigning a grammatical feature to either morphology or syntax can be tricky, and
may depend on background theoretical assumptions about the nature of grammar
(and even language), we followed the simplest criterion possible: if a grammatical
feature pertains to word structure, it was considered as a morphological feature,
whereas if it pertains to relationships between words, it was considered as a



212

syntactic feature. To assign each language morphological and syntactic
complexity scores, we averaged the normalized values across features pertaining
to morphology and syntax respectively. However, due to the limited data
availability in WALS, languages vary dramatically in terms of feature coverage.
In this study, we considered only the 461 languages in the WALS database for
which sufficient data is available.

Figure 2 shows the results of our analysis, plotting the syntactic complexity
(S) scores of the 461 languages against the morphological complexity (M) scores,
and with the Mekong-Mamberamo languages highlighted in red.
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Figure 2. Complexity of Mekong-Mamberamo (e) and other () languages. Here the Mekong-
Mamberamo area is taken to consist of China south of 30N, all the countries of Mainland
Southeast Asia, the Indonesian archipelago (including Timor Este) but not the Philippines, plus
New Guinea and associated islands west of 135E.

To evaluate our hypothesis that, following Gil (2015), languages within this area
exhibit a simpler grammatical profile, we adopted a Monte-Carlo-based approach,
sampling one language from the Mekong-Mamberamo area and another from
outside the area and then comparing their morphological complexity and syntactic
complexity scores. The 95% confidence interval we obtained was [0.50, 0.67],
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significantly higher than 0.25 (the threshold for a by-chance relationship).
Overall, the results supported our hypothesis.

3. Towards a resolution of the mystery

The Mekong-Mamberamo linguistic area thus presents us with a mystery: How
could a large geographical region have come to be associated with a grammatical
profile so systematically different (and simpler) from that found in other parts of
the world? In Gil (2015:412-4), a number of speculative answers are put forward,
appealing to factors such as language contact and the relatively recent presence
of other hominin species; however, none of these answers enjoys clear cut
support. In lieu of such support, our default hypothesis is that the Mekong-
Mamberamo linguistic area is the way that it is because it always was like that. In
other words: the simple grammatical profile characteristic of Mekong-
Mamberamo languages is a relic from an earlier stage in the evolution of language
in which languages exhibited less complex morphologies and syntaxes.

As is well known, the diachronic accretion of complexity is a ubiquitous
process, observable throughout the world even in relatively shallow time depths.
In view of this, one may indeed wonder how likely it is that a geographical region
as large as the Mekong-Mamberamo might have been spared such pervasive
diachronic processes of complexification for such a long time, allowing for the
preservation of an earlier stage in the evolution of language itself. Consideration
of contact between closely related dialects or languages reveals some of the
mechanisms that might have contributed to the perseverance, over time, of the
simpler Mekong-Mamberamo grammatical profile (Gil 2020:190-1). For
example, in dialects of Kerinci spoken in central Sumatra, most words occur in
one of two competing forms, absolute and oblique; however, in the emerging
Kerinci koiné, the absolute/oblique alternation is in the process of disappearing,
under influence from surrounding Mekong-Mamberamo languages. Processes
such as these suggest that the simpler grammatical profile associated with
Mekong-Mamberamo languages may be self-perpetuating, providing a second
pole of stability around which languages may cluster and persevere.

An apparent challenge to the archaic nature of the simple Mekong-
Mamberamo profile derives from the diachronic study of the Austronesian
languages occupying a large central swathe of the area. It is commonly accepted
that the original grammatical profile of Proto-Austronesian was the more complex
one that is currently observable in contemporary Austronesian languages of
Taiwan and the Philippines, and that the simpler grammars of many of the other
Austronesian languages of the Indonesian archipelago are due to contact-induced
simplification that took place some 3,500-4,000 years ago, when Austronesian
languages spread south into the archipelago. According to this view, their simpler
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grammatical profiles would actually be an innovation dating back just a few
thousand years at the most. However, in Gil (2020) it is argued that the
Austronesian languages of the Indonesian archipelago are most appropriately
viewed as exhibiting dual heritage, reflecting the coming together of two distinct
linguistic lineages: while the vocabulary is largely Austronesian, much of the
grammar represents a direct inheritance from the non-Austronesian languages that
were already present in the region. In other words, the simpler grammatical
profiles associated with today’s Austronesian languages of the Indonesian
archipelago predate the arrival of Austronesian languages in the region; their
presence in the region was a continuous one, dating back as far as we can see.

Clearly, at an earlier point in human evolution, languages were simpler than
they are today. Accordingly, the plausibility of the hypothesis that the Mekong-
Mamberamo linguistic profile is an evolutionary relic depends on how far back in
human pre-history one must go until all the world’s languages exhibited the
simpler grammatical profiles of today’s Mekong-Mamberamo languages.
Consideration of the worldwide geographical distribution of grammatical
complexity suggests that this might have been at a relatively recent stage, post-
dating the spread of modern humans out of Africa. As argued in Gil (2009), a
simple IMA language is all that was needed to facilitate collective tasks such as
sailing a boat to an island over the horizon. Thus, humans could have spread out
all over the world, speaking languages associated with a simple grammatical
profile resembling that of contemporary Mekong-Mamberamo languages. Later,
complexification would have occurred, arising independently in several locations,
and then spreading until it encompassed most of the world — with the exception
of the Mekong-Mamberamo area. In the same vein, Benitez-Burraco and
Progovac have hypothesized that humans spoke simpler languages perhaps as late
as 50.000 years ago, at which time languages began to complexify under the
effects of our increased prosocial behavior. All in all, in accordance with such
scenarios, the Mekong-Mamberamo linguistic area may have been left behind as
arelic of an earlier stage in the evolution of language. It remains to be determined
which specific factors, seemingly extralinguistic by nature (social, cultural, or
even environmental), contributed to preserve these relic features in this part of the
world.
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Genetic data have for over 20 years been recognized as one of the most promising
avenues for empirical language evolution research (Christiansen & Kirby, 2003;
Fisher, 2017; Fitch, 2017). Genes have been described as the closest thing to
“fossils of language”, with archaic human DNA akin to a “time machine” (Fitch,
2017). The assumption is that genome-wide association studies (GWAS) and
other genetic research can pinpoint genes involved in speech and language,
providing a springboard for subsequent analyses of primate and archaic human
genomes that can shed light on the timeline for language evolution in our
ancestors (Christiansen & Kirby, 2003; Fisher, 2017; Fitch, 2017). GWAS on
speech and language has been hampered by a lack of large cohorts with genetic
information and relevant phenotypes, although important advances have recently
been made (Doust et al., 2022; Eising et al., 2022). Here we discuss new results
on the genetics of speech acoustics and musicality traits. Our aim is to illustrate
the different ways in which genetic research can test and inform theorizing on the
evolution of language and speech broadly construed.

We begin with a new attempt at the “time machine” strategy. To better understand
genetic factors influencing speech acoustics, we performed a GWAS on voice
pitch (f0) and vowel formants in a population with limited dialectal differences
(N = 12,901) (Gisladottir et al., 2023). We discovered sequence variants in
ABCC9Y that influence voice pitch and other traits, including pulse pressure and
the expression of ABCCY in the adrenal gland (of potential relevance for proposals
linking vocal behavior with self-domestication and adrenal gland function;
Benitez-Burraco et al., 2018; Ghazanfar et al., 2020; Wilkins et al., 2014). Since
the vocal channel plays a relatively more important role in humans than in other
great apes (Corballis, 2002; Levinson & Holler, 2014), we compared the human
ABCC9 to other primates, identifying a missense change in ABCCY that is fixed
in humans but not present in primate reference genomes. When did this missense
change emerge? By examining four genomes from archaic humans, we conclude
that the missense change occurred after hominins split from the great apes but
before they diverged into modern humans, Neanderthals, and Denisovans. The
implications of this finding are far from clear. Voice pitch is a simple acoustic
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measure without direct relevance for vocal learning or cooperative behavior.
Nevertheless, this study is a reminder that the more we know about the genetic
components involved in human communication at all levels, the better we will be
able to sketch how speech and language evolved in our ancestors.

There are several limitations of the strategy above. A single gene account for a
trait is implausible, given the messy mappings between genetics and complex
traits (Fisher & Vernes, 2015). However, there are ways to leverage the general
genetic architecture behind a trait, which we illustrate with a study on human
musicality. Since Darwin, several authors have proposed that the origins of
language can be traced to a musical or prosodic proto-language, with the evolution
of vocal imitation for singing as a key stepping stone (Darwin, 1871; Fitch, 2010).
Fitch has pointed out some testable predictions that emerge from this account,
noting that “because the neural mechanisms underlying song were precursors of
phonological mechanisms in spoken language, we expect considerable overlap
between phonological and musical abilities (within individuals) and mechanisms
(across individuals),” (Fitch, 2010, p. 506). To test this prediction, we performed
a GWAS of musicality traits, using tests of musical pitch and beat perception
(Peretz & Vuvan, 2017) and self-reported music perception and training
(Miillensiefen et al., 2014) (N = 20,440, age 18-95 years). We found that
musicality traits correlate with speech and language traits at the phenotypic level.
To test overlap of the genetic mechanisms, we then estimated the genetic
correlation of the musicality traits with 26 other cognitive traits. Besides genetic
correlations with intelligence and personality for some measures, we found that
all musicality traits show substantial genetic correlation with verbal working
memory, also known as the phonological loop (rg = 0.43 to 0.30, P < 1.3x107).
Verbal working memory is necessary to learn complex utterances and thus
relevant for vocal learning (Aboitiz, 2018). While the causal scenarios underlying
genetic correlations are difficult to entangle, these findings are in line with the
view that musicality and spoken language share genetic roots.

Finally, we will turn back to the GWAS on speech acoustics. We estimated the
heritability of voice pitch and vowel formants, providing an estimate of
phenotypic variance explained by common sequence variants (SNP-based
heritability). We discovered that even vowel formants have a small-to-modest
SNP-based heritability, particularly F> (14%). This finding has bearing on the
proposal that genetic biases influencing the vocal tract can be amplified through
language transmission, ultimately contributing to linguistic diversity (Dediu et al.,
2017, 2019).

Each of these strategies discussed above brings numerous complexities. However,
the promise of GWAS for language evolution remains tantalizing, and it is now
more attainable than ever due to fast developments in population genomics.
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Introduction. In linguistic phylogenetics inferences are standardly drawn
from lexical cognate relationships, which are represented with abstract discrete
values such as 0 and 1 in the case of binary characters (e.g., Bouckaert et al.,
2012; Greenhill & Gray, 2012; Chang, Cathcart, Hall, & Garrett, 2015). Despite
the prevalence of this approach, it suffers from well-known flaws.

Table 1. Cognate word-forms in Romance for
‘stone’
Language Aligned cognate word-forms
Latin p e t r a m
Portuguese  p e 0 r a
Spanish p j e d r a
Catalan p e d r o
French p Jj e B
Italian p j € t r a
Romanian p j a t r 9

First, it discards a massive amount of information. Consider the Romance
word-forms in Table 1, which all descend from a common ancestor. Under the
conventional approach, they would all be assigned to the same cognate class. Al-
though identical in this respect, they have diverged segmentally. It is precisely
this segmental divergence that the standard practice ignores. Second, the repre-
sentation of cognate relationships relies on arbitrary values, which lack consistent
reference across cognate sets (Wright, Lloyd, & Hillis, 2016, 602). As a result, the
standard approach does not model events of lexical change directly and estimated
transition rates are not linguistically meaningful.

Incorporating segmental information. The TKF91 model overcomes these
problems by modeling segmental changes among cognate word-forms (Thorne,

This paper is distributed under a Creative Commons BY-NC-ND 4.0 license.
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Kishino, & Felsenstein, 1991; Lunter, Mikl6s, Song, & Hein, 2003). Under this
model, one of three events is possible in an instant of time: an insertion of a
single segment, a deletion of a single segment, or a transition from one segment
to another. These are the very processes that give rise to the Romance word-forms
in Table 1. Insertions and deletions are modeled as continuous-time birth-death
processes, while substitution models such as JC69 or GTR are used for transitions
between segments. This talk presents the first application of the TKF91 model to
linguistic data.

Data and methods. Parameters are estimated in a Bayesian-MCMC frame-
work, with estimates based on aligned phonemic sequences of 2,628 cognate
word-forms from 9 Romance languages and Latin. Concepts for the cognate sets
are selected from the Swadesh 207-word list. The model is provided with initial
alignments, but they are marginalized over, so posterior distributions are not con-
ditioned on any particular one. Tree topologies and branch lengths can also be
estimated in this framework, but here I focus on transition rates.

Results and Discussion. Estimates of segmental volatility are presented in
Figure 1. Vowels are on the whole more volatile than consonants, with long vow-
els and diphthongs being particularly unstable. Transition rates within each seg-
mental class are remarkably similar.
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1 Nasal Consonant [ Stops

Figure 1. Segmental volatility

The event-based approach of the TKF91 model offers significant benefits.
First, it allows scholars to take advantage of the rich information in words when
drawing phylogenetic inferences. Second, it has enormous potential for phonol-
ogy, since it provides the first phylogenetically based method for estimating the
evolutionary stability of phonemes and phonetic segments. More broadly, the
TKF91 model brings linguistic phylogenetics closer to the study of molecular
phylogenetics, in as much as segmental sequences parallel those of nucleotides.
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Iconic signals play an essential role in bootstrapping a novel communication
system and getting it off the ground (e.g., Fay et al., 2013; Perlman et al, 2015).
However, iconicity may not be uniformly or readily available across modalities,
and the relative iconic affordance of speech vs. gestures has long been a subject
of interest and controversy given its relevance to language origins (e.g., Kendon,
2017). Specifically, while there is a wide consensus that the gestural modality
holds great potential for iconicity (which is often taken as support for the gesture-
first hypothesis for language evolution, e.g., Fay et al, 2014; Corballis, 2002),
recent work suggests that the vocal modality affords more iconicity than
previously thought (e.g. Perlman, 2017; Dingemanse et al. 2015) - supporting a
more multimodal view of language origins. Yet despite the importance of
assessing the relative iconic affordance of each modality during the emergence of
a novel communication system, only a handful of studies directly compared the
communicative success of novel signal creation across modalities using the same
stimuli and experimental procedure (Macuch-Silva et al., 2020; Fay et al., 2013,
2014, 2022; Lister et al., 2021). Of these, only two (Lister et al., 2021, Fay et al.,
2022) examined signals’ degree of iconicity by measuring guessing accuracy with
naive participants - but only for known concepts and signals produced in isolation
(i.e., not during communication or as a part of a structured system). Furthermore,
it is still unclear how iconicity evolves over time during the formation of a novel
communication system. While some work suggests that iconicity decreases over
repeated interactions to make space for more systematic and/or efficient signals
(tones: Verhoef et al., 2016; drawings: Fay & Ellison, 2013), the one study that
tested this with vocalizations found that iconicity increased over rounds,
alongside conventionalization (Perlman et al., 2015) — suggesting that iconicity
trajectories may be modality-specific.

This paper is distributed under a Creative Commons BY-NC-ND 4.0 license.
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Here, we present the first empirical study to directly test the iconic affordances of
the gestural and vocal modalities for different dimensions of meaning (shape, size,
motion, speed), as well as how this iconicity changes over time across modalities
during the formation of a new language. To this end, we introduce a novel
paradigm for evaluating the fine-grained iconicity of productions with respect to
individual referent features (Fig. 1). In a pre-registered online experiment
(https://osf.io/gh6xp), >1200 naive participants are exposed to audio/video
recordings of one vocal and one gestural sign referring to novel multi-dimensional
stimuli. These were collected from 18 dyads playing an emergent referential
communication game for multiple rounds in a virtual environment (Motiekaityte
et al., in prep). Upon exposure, participants are asked to guess the meanings
depicted in the recording following a 4-step decision tree, with each step
corresponding to one feature of the referent, and with the alternatives at every step
being determined by the participant’s previous choice. For each feature, we record
guessing accuracy as well as whether the participant believed the feature was
encoded in the video.

We predict that: (H1) iconicity will be present in both gestures and vocalizations,
yet with overall more iconicity in gestures; (H2) Iconicity trajectories over the
course of dyadic interaction will differ across modalities, with iconicity
decreasing for gestures (i.e., lower guessing accuracy for later productions) and
possibly increasing for vocalizations; (H3) Some features (e.g., shape) will be
better guessed in gestures, while others (e.g., speed) will be guessed well across
modalities. Based on preliminary results from N=300 participants, gestures are
indeed guessed better than vocalizations (H1), especially for features like shape
and motion (H3).

0. Video R N
4

1. Creature

4

2. Size

Decision

3. Motion

4. Speed

Figure 1. Design of the iconicity experiment, with an example trajectory through the decision tree.
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The inter-generational transmission of language, which underpins language
evolution, has long been modelled as a process of Iterated Bayesian Learning
(IBL; Griffiths and Kalish, 2007). These models involve agents producing lin-
guistic data in the form of utterances that agents in the next generation use to
learn the language. This learning process involves combining this linguistic input
with a prior distribution representing their inductive biases. The IBL paradigm
has been proven equivalent to the Wright-Fisher (WF) model from population ge-
netics (Reali & Griffiths, 2010), which in turn provides access to quantitative tools
for analysing language change in corpus data (Newberry et al., 2017).

Nevertheless, IBL has qualities that do not reflect those of natural languages.
First, its emerging stationary distribution over languages depends only on the in-
ductive biases contained in the prior and not on the communication process, as-
suming that speakers sample from their posterior. Secondly, this stationary dis-
tribution respects detailed balance, implying that evolution processes are equally
likely to happen in the forward and backwards direc<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>